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Preface 
 

Thermodynamics is one of the most exciting branches of physical chemistry which 
has  greatly contributed to the modern science. Since its inception, great minds have 
built their theories of thermodynamics. One should name those of Sadi Carnot, 
Clapeyron Claussius, Maxwell, Boltzman, Bernoulli, Leibniz etc. Josiah Willard 
Gibbs had perhaps the greatest scientific influence on the development of 
thermodynamics. His attention was for some time focused on the study of the Watt 
steam engine. Analysing the balance of the machine, Gibbs began to develop a 
method for calculating the variables involved in the processes of chemical 
equilibrium. He deduced the phase rule  which determines the degrees of freedom 
of a physicochemical system based on the number of system components and the 
number of phases. He also identified a new state function of thermodynamic system, 
the so-called free energy or Gibbs energy (G), which allows spontaneity and ensures 
a specific physicochemical process (such as a chemical reaction or a change of state) 
experienced by a system without interfering with the environment around it. The 
essential feature of thermodynamics and the difference between it and other 
branches of science is that it incorporates the concept of heat or thermal energy as an 
important part in the energy systems. The nature of heat was not always clear. 
Today we know that the random motion of molecules is the essence of heat. Some 
aspects of thermodynamics are so general and deep that they even deal with 
philosophical issues. These issues also deserve a deeper consideration, before 
tackling the technical details. The reason is a simple one - before one does anything, 
one must understand what they want.  

In the past, historians considered thermodynamics as a science that is isolated, but in 
recent years scientists have incorporated more friendly approach to it and have 
demonstrated a wide range of applications of thermodynamics. 

These four volumes of applied thermodynamics, gathered in an orderly manner, 
present a series of contributions by the finest scientists in the world and a wide range 
of applications of thermodynamics in various fields. These fields include the  
environmental science, mathematics, biology, fluid and the materials science. These 
four volumes of thermodynamics can be used in post-graduate courses for students 
and as reference books, since they are written in a language pleasing to the reader. 



X Preface 
 

They can also serve as a reference material for researchers to whom the 
thermodynamics is one of the area of interest.  
 

Juan Carlos Moreno-Piraján 
Department of Chemistry 

University of the Andes 
 Colombia 
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Some Thermodynamic Problems  
in Continuum Mechanics 

Zhen-Bang Kuang 
Shanghai Jiaotong University, Shanghai 

China 

1. Introduction 

Classical thermodynamics discusses the thermodynamic system, its surroundings and their 
common boundary. It is concerned with the state of thermodynamic systems at equilibrium, 
using macroscopic, empirical properties directly measurable in the laboratory (Wang, 1955; 
Yunus, Michael and Boles, 2011). Classical thermodynamics model exchanges of energy, 
work and heat based on the laws of thermodynamics. The first law of thermodynamics is a 
principle of conservation of energy and defines a specific internal energy which is a state 
function of the system. The second law of thermodynamics is a principle to explain the 
irreversibile phenomenon in nature. The entropy of an isolated non-equilibrium system will 
tend to increase over time, approaching a maximum value at equilibrium. Thermodynamic 
laws are generally valid and can be applied to systems about which only knows the balance 
of energy and matter transfer. The thermodynamic state of the system can be described by a 
number of state variables. In continuum mechanics state variables usually are pressure p , 
volume V , stress σ , strain ε , electric field strength E , electric displacement D , magnetic 
induction density B , magnetic field strength H , temperature T , entropy per volume s , 
chemical potential per volume  and concentration c  respectively. Conjugated variable 
pairs are ( , ),( , ),( , ),( , ),( ),( , )p V cT,Sσ ε E D H B . There is a convenient and useful combination 
system in continuum mechanics: variables , , , , ,V T ε E H  are used as independent variables 
and variables , , , ,p cSσ D B,  are used as dependent variables. In this chapter we only use 
these conjugated variable pairs, and it is easy to extend to other conjugated variable pairs. In 
the later discussion we only use the following thermodynamic state functions: the internal 
energy U  and the electro-magneto-chemical Gibbs free energy ( , , , )e T,E Hg   per 
volume in an electro-magneto-elastic material. They are taken as  

 
d ( , , , ) d d d d d  ; d d

d ( , , , )=d d d d d d 
ij ij

e

c T s

Ts s T

  

  

       

            g

U

U

s, c

T, c c





D B σ : ε E D H B σ : ε

E H E D H B σ : ε D E B H
    (1) 

Other thermodynamic state functions and their applications can be seen in many literatures 
(Kuang, 2007, 2008a, 2008b, 2009a, 2009b, 2010, 2011a, 2011b). For the case without chemical 
potential e e g g  is the electromagnetic Gibbs free energy. For the case without 
electromagnetic field e g g  is the Gibbs free energy with chemical potential. For the case 
without chemical potential and electromagnetic field e g g  is the Helmholtz free energy. 
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In this chapter two new problems in the continuum thermodynamics will be discussed. The 
first is that in traditional continuum thermodynamics including the non-equilibrium theory 
the dynamic effect of the temperature is not fully considered. When the temperature T  is 
varied, the extra heat or entropy should be input from the environment. When c  is varied, 
the extra chemical potential   is also needed. So the general inertial entropy theory (Kuang, 
2009b, 2010) is introduced into the continuum thermodynamics. The temperature and 
diffusion waves etc. with finite phase velocity can easily be obtained from this theory. The 
second is that usually we consider the first law only as a conservation law of different kinds 
of energies, but we found that it is also containing a physical variational principle, which 
gives a true process for all possible process satisfying the natural constrained conditions 
(Kuang, 2007, 2008a, 2008b, 2009a 2011a, 2011b). Introducing the physical variational 
principle the governing equations in continuum mechanics and the general Maxwell stress 
and other theories can naturally be obtained. When write down the energy expression, we 
get the physical variational principle immediately and do not need to seek the variational 
functional as that in the usual mathematical methods. The successes of applications of these 
theories in continuum mechanics are indirectly prove their rationality, but the experimental 
proof is needed in the further. 

2. Inertial entropy theory 

2.1 Basic theory in linear thermoelastic material 
In this section we discuss the linear thermoelastic material without chemical reaction, so in 
Eq. (1) the term d d cd     μD E B H  is omitted. It is also noted that in this section the 
general Maxwell stress is not considered. The classical thermodynamics discusses the 
equilibrium system, but when extend it to continuum mechanics we need discuss a dynamic 
system which is slightly deviated from the equilibrium state. In previous literatures one 
point is not attentive that the variation of temperature should be supplied extra heat from 
the environment. Similar to the inertial force in continuum mechanics we modify the 
thermodynamic entropy equation by adding a term containing an inertial heat or the inertial 
entropy (Kuang, 2009b), i.e. 

 

 ( ) ( ) ( )
, , 0 0

( ) ( ) ( ) ( )
,

( ) ( ) ( ) ( )
, , ,

 ( ) ,     ,     

; ;

= = 0;

a a a
i i i i s s s

r i r a
i i

i r a i
i i i i i i

Ts Ts r q r T s T s T C T T

s s s s s r T T

Ts Ts Ts Ts Ts r T T s T T

   



  

       

     

        

q

       

       

         

      (2) 

where  as  is called the reversible inertial entropy corresponding to the inertial heat; s  is 
called the inertial entropy coefficient, 0s  is also a constant having the dimension of the time; 
s is the entropy saved in the system, ( )rs  and ( )is  are the reversible and irreversible parts of 
the s , Ts  is the absorbed heat rate of the system from the environment, ( )a

sTs TT   is the 
inertial heat rate and  as  is proportional to the acceleration of the temperature; r  is the 
external heat source strength, q  is the heat flow vector per interface area supplied by the 
environment, η  is the entropy displacement vector, η  is the entropy flow vector. Comparing 
Eq. (2) with the classical entropy equation it is found that in Eq. (2) we use ( ) aTs Ts   to 
instead of Ts  in the classical theory. In Eq. (2) s is still a state function because  as  is 
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reversible. As in classical theory the dissipative energy h  and its Legendre transformation or 
“the complement dissipative energy” h  are respectively 

  ( )
, , , ,d d  = ,  i
i i i i i i i ih h t Ts T h T T T          

          (3) 

Using the theory of the usual irreversible thermodynamics (Groet, 1952; Gyarmati, 1970; Jou, 
Casas-Vzquez, Lebon, 2001; Kuang, 2002) from Eq. (3) we get 

   
or 1

, , ,

1
,

( ),               ,       

,       

i i j i ij j i i ij j

ij ij ijj i i ij

T T T T q T

T T q

     

    





     

    

   


    (4)  

where λ  is the usual heat conductive coefficient. Eq. (4) is just the Fourier’s law. 

2.2 Temperature wave in linear thermoelastic material 
The temperature wave from heat pulses at low temperature propagates with a finite 
velocity. So many generalized thermoelastic and thermopiezoelectric theories were 
proposed to allow a finite velocity for the propagation of a thermal wave. The main 
generalized theories are: Lord－Shulman theory (1967), Green－Lindsay theory (1972) and 
the inertial entropy theory (Kuang, 2009b).  
In the Lord－Shulman theory the following Maxwell-Cattaneo heat conductive formula for 
an isotropic material was used to replace the Fourier’s law, but the classical entropy 
equation is kept, i.e. they used 

 0 , ,,  i i i i iq q T Ts r q                               (5) 

where 0  is a material parameter with the dimension of time. After linearization and 
neglecting many small terms they got the following temperature wave and motion 
equations for an isotropic material: 

 
   

     
, 0 0 0

, . ,

( ) 2 1 1 2 ( )

1 2 2 1 1 2

ii jj jj

j ij i jj i i

T C T T G T

G u Gu G T u

       

    

        
            

   


          (6) 

where C is the specific heat,  is the thermal expansion coefficient, G and   are the shear 
modulus and Poisson’s ratio respectively. From Eq.（5）we can get 

 0 , 0iiTs Ts T r r           

From above equation it is difficult to consider that s  is a state function. 
The Green－Lindsay theory with two relaxation times was based on modifying the 
Clausius-Duhemin inequality and the energy equation; In their theory they used a new 
temperature function ( , )T T   to replace the usual temperature T . They used 

 
   

 
d d d 0,    ( , ),    ( ,0)

,    , ,

i iV V a

ij

s V r V q n a T T T T

s T T

    

 

    

  

   

g g gU
      (7) 
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After linearization and neglecting small terms, finally they get (here we take the form in 
small deformation for an isotropic material)  

 
 

, 0 0 ,

1

( ) ,       

2 1 2 2 ( )

ii jj ji j i i

ij kk ij ij

T C T T T f u

G G

      

         

    

       

   


  (8) 

where 0 ,  1  and γ are material constants. 

Now we discuss the inertial entropy theory (Kuang, 2009b). The Helmholtz free energy g  
and the complement dissipative energy h  assumed in the form 

 

   

 

2
0

, , 00

( , ) 1 2 1 2

) ,

, ,

kl ijkl ji lk ij ij

t
ij i j

ijkl jikl ijlk klij ij ji ij ji

C T C

h T d T T

C C C C

       

     

   

  

      
    



g

       (9a) 

where 0T  is the reference (or the environment) temperature, ,ijkl ijC   are material constants. 
In Eq. (9a) it is assumed that 0s   when 0T T  or 0  . It is obvious that , , ,j jT T    . 
The constitutive (or state) and evolution equations are 

 
 

0

, , ,0

,    /

d ,    

ij ij ijkl kl ij ij ij

t
i i ij j i i ij j

C s C T

h T T q

        

       

         

        

g g
                    (10) 

Using Eq. (10), Eq. (9a) can be rewritten as 

          1 2    1 2 1 2T T
ijkl ji lk ij ijC s         g g , g                            (9b) 

where  Tg  is the energy containing the  effect of the to temperature.  

Substituting the entropy s  and iT  in Eq. (10) and  as  in (2) into ( )
,( )a

i iTs Ts r T       in 

Eq. (2) we get 

    0 , ,
/  ij ij s ij j i

T C T T r         
               (11) 

When material coefficients are all constants from（11）we get 

 0 , /s ij ji ij ijT CT T r T                (12a) 

Eq. (12a) is a temperature wave equation with finite phase velocity. For an isotropic elastic 
material and the variation of the temperature is not large, from Eq. (12a) we get 

 
    

 
0 0 ,

, 0 0

/    s ii ii

ii s ii

C T T r T or

C T r

     

     

   

   

   

   
                             (12b) 

Comparing the temperature wave equation Eq. (12b) with the Lord－Shulman theory (Eq. 
(6)) it is found that in Eq. (12b) a term 0 jj   is lacked (in different notations),but with that in 
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the Green－Lindsay theory (Eq. (8)) is similar (in different notations). For the purely thermal 
conductive problem three theories are fully the same in mathematical form. 
The momentum equation is 

 ,ij j i if u           (13) 

where f  is the body force per volume,   is the density. Substituting the stress σ  in Eq. 
(10) into (13) we get 

   , ,,
,ijkl kl ij i i i ijkl k lj ij j ij

C f u or u C u f                  (14) 

Comparing the elastic wave equation Eq. (14) with the Green－Lindsay theory (Eq. (8)) it is 
found that in Eq. (14) a term 1 ,i   is lacked (in different notations), but with the 
Lord－Shulman theory (Eq. (6)) is similar (in different notations). 

2.3 Temperature wave in linear thermo - viscoelastic material 
In the pyroelectric problem (without viscous effect) through numerical calculations Yuan 
and Kuang（2008, 2010）pointed out that the term containing the inertial entropy 
attenuates the temperature wave, but enhances the elastic wave. For a given material there 
is a definite value of 0s

 , when 0 0s s   the amplitude of the elastic wave will  
be increased with time. For 3BaTio 0s

  is about 1310 s . In the Lord－Shulman theory 
critical value 0

 is about 810 s . In order to substantially eliminate the increasing effect of 
the amplitude of the elastic wave the viscoelastic effect is considered as shown in this 
section. 
Using the irreversible thermodynamics  (Groet, 1952; Kuang, 1999, 2002) we can assume 
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0
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) ,

, d ,  

ijkl ji lk ij ij

r
ij ijkl kl ij ij ijij

t
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ti
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g

g g

   
,j j

r i
ij ijkl kl ijkl kl ijij ij C



           

      (15) 

where  r
ij  and  i

ij  are the reversible and irreversible parts of the stress ij , d dij ij t  . 
Comparing Eqs. (9) and (10) with (15) it is found that only a term ijkl ji lk     is added to the 
rate of the complement dissipative energy in Eq. (15) . Substituting the entropy s  and iT  in 
Eq. (15) and  as  in (2) into ( )

,( )a
i iTs Ts r T       in Eq. (2) we still get the same equation (12).  

Substituting the stress σ  in Eq. (15) into (13) we get 

   , , ,,
,ijkl kl ijkl kl ij i i i ijkl k lj ijkl k lj ij j ij

C f u or u C u u f                           (16) 

In one dimensional problem for the isotropic material from Eq. (15) we have  

 0, /Y s C T                        (17) 
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where Y  is the elastic modulus,   is a viscose coefficient,   is the temperature coefficient. 
When there is no body force and body heat source, Eqs. (12) and (16) are reduced to 

  0 0 0

0
sC T u

u Yu u

    

  

    

     

  

 
      (18) 

 where ,t x          for any function  . For a plane wave propagating along 
direction x we assume 

    exp i , exp iu U kx t kx t                     (19) 

where ,U   are the amplitudes of u  and   respectively, k  is the wave number and   is 
the circular frequency. Substituting Eq. (19) into (18) we obtain 

 
 

 

2 2

2 2
0 0

i i 0

i 0s

Y k U k

T k U k C

  

     

      
      

   (20) 

In order to have nontrivial solutions for ,U  , the coefficient determinant of Eq. (20) should 
be vanished: 

 
 

 
2 2 2 2

2 2 2
0 0 0

i i i
0

is

Y k k ak k

T k k C T k k Cb

    

        

  
 

  
     (21a) 

where 

 
i 2 2 2

i2 2 2
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i , 1, sin

Y

T
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              (21b) 

From Eq. (21) we get 
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0
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e e i e 4i

T Y Y

T YT Y Y

Y T
Y

Y T Y T

ak Cab T k Cb

k Cr r T
r

Cr r T T r r e

  

   

    

  


    

 

 

    

    

    


   (22) 

where the symbol “+” is applied to the wave number Tk  of the temperature wave and the 
symbol “  ” is applied to the wave number of the viscoelastic wave Yk . If the temperature 
wave does not couple with the elastic wave, then  is equal to zero. In this case we have 

 
      1 i i i i2 2

i 2 i 2

2

,

T Y T Y

Y T

Y T Y T Y

Y Y T T

k r Cr r e e Cr r e e

k r e k Cr e

   

 

  

  

  



   

 

    (23)  
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Because 0Y  due to 0   and 0T   due to 0 0s  , a pure viscoelastic wave or a pure 
temperature waves is attenuated. The pure elastic wave does not attenuate due to 0  . 

For the general case in Eq. (22) a coupling term 2 2
0i T k   is appeared. It is known that  

   i i i i i i2 2 2 2
0 0Im e e i e Im e e i eT Y Y T Y Y

Y T Y TCr r T Cr r T                   

It means that Im 0Tk   or the temperature wave is always an attenuated wave. If 
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2i i i2 2
0

Im e e i e 4i

Im e e i e

T YT Y Y

T Y Y

Y T Y T

Y T

Cr r T T r r e

Cr r T

   

  

    

  

 

 

 
   

 

  

 (24) 

 

we get Im 0Yk   or in this case the elastic wave is an attenuated wave, otherwise is 

enhanced.  
Introducing the viscoelastic effect in the elastic wave as shown in this section can 
substantially eliminate the increasing effect of the amplitude of the elastic wave with time. 

2.4 Temperature wave in thermo-electromagneto-elastic material 
In this section we discuss the linear thermo-electromagneto-elastic material without 
chemical reaction and viscous effect, so the electromagnetic Gibbs free energy eg  in Eq. (1) 
should keep the temperature variable. The electromagnetic Gibbs free energy eg  and the 
complement dissipative energy eh  in this case are assumed respectively in the following 
form 
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where , , , , ,e e m m
kij kl i kij kl ie e     are material constants. The constitutive equations are 
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Similar to derivations in sections 2.2 and 2.3 it is easy to get the governing equations: 

    0 , ,
/e m

ij ij i i i i s ij j i
T E H C T TT r            

          (27)  
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   (28) 

where e  is the density of the electric charge. The boundary conditions are omitted here.  

2.5 Thermal diffusion wave in linear thermoelastic material 
The Gibbs equation of the classical thermodynamics with the thermal diffusion is: 

 
 , , , ,,,     ,     

: ,    

i i i i i i i i iiTs r q d Ts c r q r T d c

Ts c sT c

  

 

         

     σ ε σ : ε

       

    gU
                 (29) 

where  is the chemical potential, d  is the flow vector of the diffusing mass, c  is the 
concentration. In discussion of the thermal diffusion problem we can also use the free 
energy c sT c  σ : ε  g  (Kuang, 2010), but here it is omitted. Using relations 

     1 1 2 1 1 1
, , ,, , ,

,i i i i i i i i ii i i
T q T q T q T T d T d d T                         

From Eq. (29)  (Kuang, 2010) we get: 
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i i i i i i ii

s s s Ts r T q T d T
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              (30) 

where  iTs  is the irreversible heat rate. According to the linear irreversible thermodynamics 
the irreversible forces are proportional to the irreversible flow (Kuang, 2010; Gyarmati, 1970; 
De Groet, 1952), we can write the evolution equations in the following form 

        1
, , , ,,       i ij i ij i i ij i ij iT T T L T T T D T T L T T                          (31a) 

where ijD  is the diffusing coefficients and Lij  is the coupling coefficients. The linear 

irreversible thermodynamics can only give the general form of the evolution equation, the 
concrete exact formula should be given by experimental results. Considering the 
experimental facts and the simplicity of the requirement for the variational formula, when 
the variation of T is not too large, Eq. (31a) can also be approximated by 

        
       

( )
, ,

, , , ,
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0;    

,    

ˆ ˆ ˆ ˆ,      

i
i i i i i i

i ij i ij i i ij i ij i

i ij i ij i i ij i ij i

Ts T d

T T T L T D T L T T

T T T L T D T L T T

   

    

     

    

     

     

  


  

           (31b) 

Especially the coefficients ˆ ˆ ˆ, , , , ,ij ij ij ij ij ijL D L D   in Eq. (31b) can all be considered as 
symmetric constants which are adopted in following sections. Eq. (31) is the extension of the 
Fourier’s law and Fick’s law.  
Eq. (29) shows that in the equation of the heat flow the role of Ts is somewhat equivalent to 

c  . So analogous to the inertial entropy ( )as  we can also introduce the inertial 
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concentration ( )ac  and introduce a general inertial entropy theory of the thermal diffusion 
problem. Eq. (29) in the general inertial entropy theory is changed to (Kuang, 2010) 

 
       

   

( ) ( )
, ,,

( ) ( ) ( ) ( )
0 0

;   

d ,    ; d ,    

aa a
i i i i ii

t ta aa a a a
s c

T s s c c r q r T c c d

s s s T c c c

 

    

         

    

        

    
         (32) 

 

where c  is the inertial concentration coefficient. Applying the irreversible thermodynamics 
we can get the Gibbs free energy g  and the complement dissipative energy h  as 

    
   

2 2

0

, , , , , ,

1 1
, , , , , ,0 0

1 1 1
( , , )

2 2 2kl ijkl ji lk ij ij ij ij

i i i i i i i i j j j j

t t
j ij i ij i j ij i ij i

C C b b a
T

h T T

T L T d L D d





            

            

         

     

      

     

g

            (33a) 

where , , ija b b  are also material constants. The constitutive and evolution equations are: 

 

   
0

1 1
, , , , , ,0 0

,   

/ ,    

,

ij ij ijkl kl ij ij

ij ij ij ij

t t
i i ij j ij j i i ij j ij j

C b

s C T a c b b a

h T L T d h L D d



 

 

     

        

           

     

           

            

g

g g   (34) 

Using Eq. (34) g  in Eq. (33a) can also be rewritten as 

         ( , , ) 1 2    1 2T T
kl ijkl ji lk ij ij ij ijC s c b                   g g , g     (33b) 

where  T
g  is the energy containing the effects of temperature and concentration. 

Substituting Eq. (34) into Eq. (32) we get 

 

 
   

 

0

, , ,

, ,

/

   

;

ij ij s

ij ij s ij j ij j i

ij ij c ji ij ji ij

T C T a T

b b a r L

b b a L D In medium

     

        

      

  

      

    









 



   (35) 

If we neglect the term in second order ,i id  in Eq. (29), i.e. we take ,i iTs r q    and assume 

that ,iT  and , j  are not dependent each other, i.e. in Eq. (31b) we assume 

1
, ,,i ij j i ij jT T D       , then for 0r  , Eq. (35) becomes 

 
 , 0 ,

, ,

/

;

ij i j s ij j

ij i j c ij ji

T u C T a

b b u a D In medium

      

    

   

   

  
 

         (36) 
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The formulas in literatures analogous to Eq. (34) can be found, such as in Sherief, Hamza, 
and Saleh’s paper (2004), where they used the Maxwell-Cattaneo formula. 
The momentum equation is 

  , ,ijkl k l ij ij i ij
C u b f u                                (37) 

The above theory is easy extended to more complex materials. 

3. Physical variational principle 

3.1 General theory 
Usually it is considered that the first law of thermodynamics is only a principle of the 
energy conservation. But we found that the first law of thermodynamics is also a physical 
variational principle (Kuang, 2007, 2008a, 2008b, 2009a 2011a, 2011b). Therefore the first law 
of the classical thermodynamics includes two aspects: energy conservation law and physical 
variational principle: 

 
Classical Energy conservation: d d d d =0

Classical physical variational principle : d 0
V

V

V W Q

V W Q   

 

   


Π

U

U
      (38) 

where U  is the internal energy per volume, W is the work applied on the body by the 
environment, Q  is the heat supplied by the environment . According to Gibbs theory when 
the process is only slightly deviated from the equilibrium state dQ  can be substituted by 

d d
V

T s V . In practice we prefer to use the free energy g : 

 

, d d d d

Energy Principle: d d d d 0

Physical Variational Principle: d d 0
V V

V V

Ts s T T s

V dW s T V

V W s T V   





    

  

   

 
 Π

g g

g

g

U U

            (39) 

Here the physical variational principle is considered to be one of the fundamental physical 
law, which can be used to derive governing equations in continuum mechanics and other 
fields. We can also give it a simple explanation that the true displacement is one kind of the 
virtual displacement and obviously it satisfies the variational principle. Other virtual 
displacements cannot satisfy this variational principle, otherwise the first law is not 
objective. The physical variational principle is different to the usual mathematical 
variational method which is based on the known physical facts. In many problems the 
variation of a variable   different with displacement u , should be divided into local 
variation and migratory variation, i.e. the variation + u     , where the local variation 

   of   is the variation duo to the change of   itself and the migratory variation u   of 
  is the variation of change of   due to virtual displacements. In Eqs. (38) and (39) the new 
force produced by the migratory variation u   will enter the virtual work W  or W   as 
the same as the external mechanical force. But in the following sections we shall modify Eq. 
(39) or (38) to deal with this problem. The physical variational principle is inseparable with 
energy conservation law, so when the expressions of energies are given we get physical 
variational principle immediately. We need not to seek the variational functional as that in 
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usual mathematical methods. In the following sections we show how to derive the 
governing equations with the general Maxwell stress of some kind of materials by using the 
physical variational principle. From this physical variational principle all of the governing 
equations in the continuum mechanics and physics can be carried out and this fact can be 
considered as the indirect evidence of the physical variational principle. 

3.2 Physical variational principle in thermo-elasticity 
In the thermo-elasticity it is usually considered that only the thermal process is irreversible, 
but the elastic process is reversible. So the free energy g  and the complement dissipative 
energy can be assumed as that in Eq. (9). The corresponding constitutive and evolution 
equations are expressed in Eq. (10). As shown in section 3.1, the variation of the virtual 
temperature   is divided into local variation    due to the variation of   itself and the 

migratory variation u   due to u : 

 ,,  u u i iu                           (40) 

In previous paper (Kuang, 2011a) we showed that the migratory variation of virtual electric 
and magnetic potentials will produce the Maxwell stress in electromagnetic media, which is 
also shown in section 3.4 of this paper. Similarly the migratory variation u  will also 
produce the general Maxwell stress which is an external temperature stress. The effective 
general Maxwell stress can be obtained by the energy principle as that in electromagnetic media.  
Under assumptions that the virtual mechanical displacement u  and the virtual temperature 

( )or T  satisfy their own boundary conditions ,i iu u      on ua and Ta  respectively. 
The physical variational principle using the free energy in the inertial entropy theory for the 
thermo-elasticity can be expressed as: 

 

 
,

( )
0 0 0 0

( )d d 0

( ) d d d d d d d d

( )

q

T
T k kV V

t t t ti
sV V a V

k k k k kV a

h V u V Q W

Q r T V s V a V

W f u u dV T u da


    

          

   



 



     

    

  

 

       

 

  



g g

 (41) 

where ,k kf T  and i in     are the given mechanical body force, surface traction and 
surface entropy flow respectively. Eq. (41) is an alternative form of Eq. (39). In Eq. (41) the 
term ( )

,0 0
d d

t ti
i is T        is the complement dissipative heat rate per volume 

corresponding to the inner complement dissipation energy rate h . The entropy s  
includes the contribution of ( )

0
d

t is    . The fact that the complement dissipation energy 
rate 

V
hdV  in T  and the internal irreversible complement heat rate ( )

0
d d

t i
V

s V     
in Q   are simultaneously included in Eq. (41) allows us to get the temperature wave 
equation and the boundary condition of the heat flow from the variational principle. In 
Eq. (41) there are two kinds of variational formulas. The first is 

 
, dT

k kV V
dV u V W    g g , in which the integrands contain variables themselves. The 

second is 
V

hdV Q   , in which the integrands contain the time derivatives of variables, 
so it needs integrate with time t. This is the common feature of the irreversible process 
because in the irreversible process the integral is dependent to the integral path. 
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It is noted that 

      
       

, 0

,

, ,

,

1
,0

( ) ( / )

d 1 2 d  

1 2 d 1 2 d

( d )

ijkl kl ij i j ij ijV V V

ij j i ij j ia V V
T

k k ij ij k kV V

ij ij k k ij ij ka V k

t
ij i jV a

dV C u dV C T dV

n u da u dV s dV

u V s u V

s n u V s u V

hdV T n da

        

    

   

       

    

   

  

  

      

  

  
  

 
 

  

g

g

1
, ,0

[ ( ) d ]
t

ij i jV
T dV    

        (42) 

Finishing the variational calculation, we have 

 

    

1
, ,0

( )1 1
, ,0 0

( )

      ( ) [ d ] d

      { [ ( ) ]d } d d d } d 0

,     1 2 1 2

q

ij j i ia

t
ij j i i i ij i jV a

t ti
ij i j sV V

T T
ij ij ij ij ij ij ij

n T u da

f u u dV T n a

s T r T s V V V

s s


  

       

       

       



 

 

 

    

      

      



  

   





 

 ij

    (43) 

where Tσ  is the effective or equivalent general Maxwell stress which is the external equal 
axial normal temperature stress. This general Maxwell stress is first introduced and its 
rationality should be proved by experiments. Obviously Tσ  can be neglected for the case of 
the small strain and small change of temperature. In Eq. (43) it is seen that u       is 
appeared in a whole. Using  

 ( ) ( )1
, , , , , ,,( )  = i i

ij i j j j j j i i i i iiT T Ts T Ts T T T q                  

and the arbitrariness of iu  and  , from Eq. (43) we get 

 
 , ,

1
,

;   

,   ;  , ,   = ,  

ij j i i s i i

kl l k i ij i i i i n n q

f u T s r q in medium

n T on a T n or q q on a

   

        

    

   

  

  
               (44) 

Here Tσ  is the external temperature body force and Tn σ is the surface traction. 
The above variational principle requests prior that displacements and the temperature 
satisfy the boundary conditions, so in governing equations the following equations should 
also be added 

 
on on,  ; ( ),  u Ta or T T a     u u                                 (45) 

Eqs. (44) and (45) are the governing equations of the thermo-elasticity derived from the 
physical variational principle. 

3.3 Physical variational principle in thermo-diffusion theory 
The electro-chemical Gibbs free energy g  and the complement dissipative energy h  are 
expressed in Eq. (33) and the constitutive and evolution equations are expressed in Eq. (34). 
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Under assumptions that the mechanical displacement u , the temperature   and the 
chemical potential   satisfy their own boundary conditions u u ,   and    on 

ua , Ta and a respectively. When the variation of temperature is not large the physical 
variational principle for the thermo-elasto-diffusive problem is 

 

 

 

 
 

,

1
0

1 1
, ,0 0

( ) d 0

d d d

d d d da

d d

( )

q

d

T
k kV V

t a
V V a

t t
i i i i i iV a

a
V a

k k k k kV a

h dV u V Q W

Q T rd V s V a

T T V T n

c V a

W f u u dV T u da


        

     

       

   

   

 

  

 

 



      

     
 

  

 

  

 

   

   
 
 



 



Π Φ

Φ

g g

 (46) 

In Eqs. (46) ,k kf T  i in      and i in      are given values. In Eq. (46) Q  is related to heat 

(including the heat produced by the irreversible process in the material), Φ  is related to 
the diffusion energy. Eq. (46) shows that there is no term in 

V
dV h corresponding to the 

term 1
0

d da
t

na
T      , so it should not be included in Q   and 

1 1 1
, ,0 0 0

d d d da d d
t t t

i i i i i iV a V
T V T n T V                     . 

It is noted that we have the following relations 

 

     
   

   
 

,

, ,

,

1 1
, , , ,0

d 1 2 d

1 2 d

1 2 d

ij j i ij j iV a V V V
T

k k ij ij ij ij k kV V

ij ij ij ij k ka

ij ij ij ij kV k

t
i ij i ij i i

dV n u da u dV s dV c dV

u V s c b u V

s c b n u V

s c b u V

h T T L T d







      

        

       

       

      

   

    

    

   

   

    
 






g

g

  , ,0

t
ij i ij iV

L T D d dV  

          (47) 

The further derivation is fully similar to that in the thermo-elasticity. Combining Eqs. (46) 
and (47) we get 

 

    
   

,

1 1
, , , ,0 0

1 1
, , , ,0 0 ,,

1
0

( ) ( )ij j i i ij j i i ia V V V

t t
j ij i ij i j ij i ij ia

t t
ij i ij i ij i ij iV jj

t

n T u da f u u dV s dV c dV

n T T L T d n L T D d da

T T L T d L T D d dV

T rd
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 1 1
, ,0

d d d

d d d d 0
q d

a a
V V V

t
i i i ia a V

V s V c V

a a T T T V

  

          

 

    

  

    

     (48) 
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where 

      , 1 2 1 2T T
ij ij ij ij ij ij ijij ij s c b s c                            (49)  

Due to the arbitrariness of u ,  and  , from Eq. (48) we get 

 , ,    ;    ,     kl l k k kl l kf u in medium n T on a             (50)  

and 

 

   
 

 
 

1
, ,0 0

,0 0

1
, ,

, ,

d

, , =

, , =

t t
s j j j jV V

t t
c j jV V

j ij i ij i j j n n q

j ij i ij i j j n n d

s d dV T r q dV

c d dV d dV In medium

T T L n or q q on a

L T D n or d d on a

    

    

    

   



  

 

   

  

   

   

   

   

  

 

  

  

         (51)  

where      1 1 1
, , , , , ,,ij i ij i i i i i j j i ij

T T L T T T q              has been used. 

The first two formulas in Eq. (51) can be rewritten as 

 
 
   

, , ,

,

;

;

s j j j j c j j

s c j j

T s r q c

T s c r q In medium

     

    

      

    

     

  
        (52) 

The last equation in Eq. (52) is just the same as that in Eq. (32).  
The above variational principle requests prior that the ,u  and   satisfy their own 
boundary conditions, so in governing equations the following equations should also be 
added 

 on on on,  ; ,  ; ,  u Ta a a       u u       (53) 

Eqs. (49)-(53) are the governing equations of the generalized thermodiffusion theory.  
If we neglect the term  ( )ac c    in Eq. (32), or  ( )

,
a

i iT s s r q      is adopted, then we 
easily get 

 

  , ,, ;

, =

, =

s j j c j j

j j n n q

j j n n d q

T s r q c In medium

n or q q on a

n or d d on a and a

    

 

 

 

 

     





    

 

 
      (54) 

If we also assume that ,iT  and , j  are not dependent each other, then for 0r  , the Eq. (54) 
becomes Eq. (36), i.e. 

 
 , 0 ,

, ,

/

;

ij i j s ij j

ij i j c ij j

T u C T a

b b u a D In medium

      

    

   

   

  
 

                      (55) 
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3.4 Physical variational principle in electro-magneto-elastic analysis 
In this section we discuss the nonlinear electro-magneto-elastic media. Here we extend the 
theory in previous paper (Kuang, 2011) to the material with the electromagnetic body 
couple. Because the asymmetric part of the stress is introduced by the electromagnetic body 
couple, the specific electromagnetic Gibbs free energy emg  is taken as 

 

      
    

       

-( , , ) 1 2 1 2

1 2 + +

, , , , , , , , ,

e m
em kl k k ijkl ji lk kij k kij k ij ij i j ij i j

e m
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E H C e E e H E E H H

l E E l H H E E H H

C l l C l l C l l C l l e e

     

   

   

 

   

g

,e m m
i kij kjie e

  (56a) 

where e
ijkll and m

ijkll  are the electrostrictive and megnetostrictive constants respectively;   
and   may be asymmetric. The corresponding constitutive equations are 
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          (57) 

Let sσ  and aσ  be the symmetric and asymmetric parts of σ  respectively, we have 
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     km l lm k mH H H

     (58) 

where  0 0,  D = E P B = H M have been used, P  and M  are the polarization density 
and magnetization density, 0 and 0  are the dielectric constant and magnetic permeability 
in vacuum respectively. The terms containing ε  in D  and B  in Eq. (58) have been 
neglected. In the usual electromagnetic theory the electromagnetic body couple is 

0+ P E M H . From Eq. (58) it is seen that    2 0a
kl k l l k k l l kD E D E B H B H       or the 

electromagnetic body couple is balanced by the moment produced by the asymmetric 
stresses.  
Using Eq. (57), Eq. (56a) can be reduced to 

       

, ,

1 2 , 1 2 1 2em em
em ijkl ji lk k k k k kl lk k k k k

e m e m
kl mkl m mkl m mkl m mkl m

C D E B H D E B H

e E e H e e

  

 

         

     

g g g
 (56b) 

Because the value of the term :ε  is much less than that of other terms, it can be neglected. 
In the nonlinear electro-magneto-elastic analysis the medium and its environment should be 
considered together as shown in Fig. 1 (Kuang, 2011a, 2011b), because the electromagnetic 
field exists in all space. Under the assumption that , , , , ,env env env   u u  satisfy their  
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Fig. 1. Electromagnetic medium and its environment  

boundary conditions on their own boundaries , , , , ,env env env
u ua a a a a a     and the continuity 

conditions on the interface inta . The Physical variational principle in the nonlinear electro-
magneto-elastic analysis is 
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n da

W are similar and omited here











g g

  (59) 

where the superscript “env” means the variable in environment, “int” means the variable on 
the interface, * * *, , , ;k k n i if T B B n  , , ; , ,env env env int int int

k n k nT B T B        are the given values 
on the corresponding surfaces.  Eq. (59) is an alternative form of Eq. (39) and the 
electromagnetic force is directly enclosed in the formula (Kuang, 2008a, 2009a). 
As shown in previous paper (Kuang, 2011a, 2011b) and in section 3.1 the variations of 

, , ,  E H  will be distinguished into local and migratory variations, i.e.  
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  (60) 

Noting that in Eq. (59) we have 

Boundary of environment I 



 
Some Thermodynamic Problems in Continuum Mechanics 

 

17 

      

  

,

,

,,

, ,

1 2 1 2 d

1 2 d d d

d d d

em
em k k ij ij i i i iV V V V V

k k k k j j ij k k k k ij j iV a

ij k k k k ij i i i i iV a Vj

i p i p i i i iV a V

dV u dV dV D E dV B H dV

D E B H u dV D E B H n u a

D E B H u V D n a D V

D E u V B n a B V

 

 

     

   

      

    

   

      
      

  

    
 

  

  

g g

, di p i pV
B H u V 

 

So 1  in Eq. (59) is reduced to 
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where 1 Π  is the part of 1Π due to the local variations of , , u ; 1 Π  is the part of 

1Π due to the migratory variations of ,  . Substituting the following identity 

 
 

   
   

int

int

*
, ,

*

,,

,

d d

( )

( )

D

D

i p i p e p p p p i p i pV V a V

i i p p i i u i i u i p i pa a a a

i p p i i e u i i i uV V ai

i i u i p i p i pa a i

D E u V E u dV E u da B H u V

B n H u da D n da D n da D E n u da

D E u dV D dV B B n da

B n da B H n u da B H





     

      

     

  





   

    

    

  

   
   

  

  ,p i i uV V
u dV B dV   

    (62) 

into 1 Π  in Eq. (61) we get 
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              (63) 

where Mσ  is the Maxwell stress: 

   1 2M
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Substituting Eq. (63) into Eq. (61) we get 
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where σ  is the pseudo total stress (Jiang and Kuang, 2004), which is not the true stress  
in electromagnetic media. From the expression of σ  it is known that σ  is symmetric  

though σ  and Mσ  are asymmetric. Due to the arbitrariness of ,iu   and  , from Eq. 

(65) we get 
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For the environment we have the similar formula: 
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Using , , ,env env env env
i i i in n u u          and 1 2

intW       on the boundary 
surface we get 

 int int=- on* int int( ) , ( ) , ( ) ,env env env
ij ij i j i i i i i i i in T D D n B B n B n a                  (68) 

The above variational principle requests prior that the displacements, the electric potential 
and the magnetic potential satisfy their own boundary conditions and the continuity 
conditions on the interface, so the following equations should also be added to governing 
equations 
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Eqs. (66)－(69) are the governing equations. It is obvious that the above physical variational 
principle is easy to extend to other materials. 
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3.5 Materials with static magnetoelectric coupling effect 
In this section we discuss the electro-magneto-elastic media with static magnetoelectric 
coupling effect shortly. For these materials the constitutive equations are 
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where ij ji   is the static magnetoelectric coupling coefficient. The electromagnetic body 
couple is still balanced by the asymmetric stress, i.e. 
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In this case though the constitutive equations are changed, but the electromagnetic Gibbs 
free energy eg in Eq. (56b), governing equations (66)－(69) and the Maxwell stress (64) are 
still tenable. 

4. Conclusions 

In this chapter some advances of thermodynamics in continuum mechanics are introduced. 
We advocate that the first law of the thermodynamics includes two contents: one is the 
energy conservation and the other is the physical variational principle which is substantially 
the momentum equation. For the conservative system the complete governing equations can 
be obtained by using this theory and the classical thermodynamics. For the non-
conservative system the complete governing equations can also be obtained by using this 
theory and the irreversible thermodynamics when the system is only slightly deviated from 
the equilibrium state. Because the physical variational principle is tensely connected with 
the energy conservation law, so we write down the energy expressions, we get the physical 
variational principle immediately and do not need to seek the variational functional as that 
in usual mathematical methods. 
In this chapter we also advocate that the accelerative variation of temperature needs extra 
heat and propose the general inertial entropy theory. From this theory the temperature 
wave and the diffusion wave with finite propagation velocities are easily obtained. It is 
found that the coupling effect in elastic and temperature waves attenuates the temperature 
wave, but enhances the elastic wave. So the theory with two parameters by introducing the 
viscous effect in this problem may be more appropriate. 
Some explanation examples for the physical variational principle and the inertial entropy 
theory are also introduced in this chapter, which may indirectly prove the rationality of 
these theories. These theories should still be proved by experiments. 
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1. Introduction 

The determination of the molecular structure is undoubtedly an important issue in 
chemistry. The knowledge of the tridimensional structure allows the understanding and 
prediction of the chemical-physics properties and the potential applications of the resulting 
material. Nevertheless, even for a pure substance, the structure and measured properties 
reflect the behavior of many distinct geometries (conformers) averaged by the Boltzmann 
distribution. In general, for flexible molecules, several conformers can be found and the 
analysis of the physical and chemical properties of these isomers is known as conformational 
analysis (Eliel, 1965). In most of the cases, the conformational processes are associated with 
small rotational barriers around single bonds, and this fact often leads to mixtures, in which 
many conformations may exist in equilibrium (Franklin & Feltkamp, 1965). Therefore, the 
determination of temperature-dependent conformational population is very much 
welcomed in conformational analysis studies carried out by both experimentalists and 
theoreticians.  
There is a common interest in finding an efficient solution to the problem of determining 
conformers for large organic molecules. Experimentally, nuclear magnetic resonance (NMR) 
spectroscopy is considered today to be one of the best methods available for conformational 
analysis (Franklin & Feltkamp, 1965). Besides NMR, other physical methods, including 
infrared (IR) spectroscopy (Klaeboe, 1995) and gas phase electron diffraction (ED) 
experiments (De Almeida, 2000), have been employed in an attempt to determine the 
geometries and relative energies of conformers. Experimental studies conducted in the gas 
and condensed phases under a given temperature can yield information on structural 
parameters and conformational populations, and so Gibbs free energy difference values. On 
the other side, theoretical calculations employing standard quantum chemical methods can 
be performed in the search for stationary points on the potential energy surface (PES) 
enabling the determination of equilibrium geometries, relative energies, spectroscopic and 
thermodynamic properties of minimum energy and transition state structures (Dos Santos & 
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De Almeida, 1995; Dos Santos, Taylor-Gomes, De Almeida, 1995; Dos Santos, O´Malley & 
De Almeida, 1995; Dos Santos, De Almeida & Zerner, 1998; Dos Santos et al., 1998; Rocha et 
al., 1998; Dos Santos, Rocha & De Almeida, 2002; Anconi et al., 2006; Ferreira, De Almeida & 
Dos Santos, 2007; Franco et al., 2007, 2008). As a considerable amount of experimental and 
theoretical work has been already reported addressing the conformational analysis, an 
assessment of the performance of distinct theoretical approaches for predicting the 
conformational population as a function of the temperature can be made. In this Chapter we 
discuss theoretical approaches used for the calculation of thermodynamic quantities, with 
particular attention paid to the role played by the ab initio level of theory and an assessment 
of the performance of the standard statistical thermodynamics formalism for the evaluation 
of the entropy contribution to the Gibbs free energy for large molecular systems. The next 
Sections include the theoretical backgrounds with emphasis in the statistical 
thermodynamics formalism and some case studies focused on conformational analysis, 
which we consider as good benchmarks for setting up the methodology due to the low 
energy change involved in such processes. We believe this contribution will be useful to 
illustrate most of the essential ideas on first principle calculations of thermodynamic 
properties generalizing the formalism to handle more complicated situations. 

2. Theoretical background 

Ab initio quantum mechanical methods have been broadly used for prediction of 
thermodynamic properties of chemicals and chemical processes with the aid of the well 
established statistical thermodynamics formalism. The final quantities, namely internal 
energy (ܧ௧), enthalpy (ܪ), entropy (ܵ), Gibbs free energy (ܩ), etc., are actually calculated 
from ab initio data for a single and isolate molecule using the set of quantum states available. 
These include electronic (normally the ground state), translational (ideal gas and particle in 
a box model), rotational (rigid-rotor) and vibrational (harmonic oscillator) states, which are 
the basis for construction of the molecular partition functions (ܳ). The Gibbs free energy is 
the primary property in thermodynamics. From the first principle methods it can be 
calculated by adding two energy quantities (Eq. 1) 

  ܩ = ܧି௨ + (1) ்ܩ 

where the first term on the right side is the total energy difference within the Born-
Oppenheimer approximation (electronic-nuclear attraction, electronic-electronic repulsion 
plus nuclear-nuclear repulsion potential energy terms) obtained by solving the time-
independent Schrödinger equation and the second term is the temperature-pressure 
dependent thermal correction to the Gibbs free energy, which accounts for enthalpy and 
entropy contributions (Eq. 2). 

 ்ܩ = ்ܪ − ܶܵ               (2) 

where ்ܪ is the thermal correction to enthalpy. In analogy to Eq. (1) we can write the 
relative enthalpy as Eq. (3). 

 ܪ = ܧି௨ + (3)   ்ܪ 

The ܧି௨ depends essentially on the approach used to solve the electronic time-
independent  Schrödinger equation (Eq. 4) that includes the simplest Hartree-Fock (HF) 
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level up to the very sophisticated post-HF Coupled-Cluster approximation (CC). We define ܧି௨ as a sum of the pure electronic energy (ܧ) given by Eq. (4) and the nuclear-
nuclear repulsion energy ( ேܸே) at equilibrium positions on the PES, in the light of the Born-
Oppenheimer approximation (ܧି௨ = ܧ + ேܸே).  

ܪ  =                  (4)ܧ

All these methods are based on solid quantum mechanics foundations, thus it might be 
thought that the use of the state of the art CC with single, double and perturbative triple 
excitations (CCSD(T)), employing a sufficient large basis set (triple-zeta quality), for the 
calculation of the quantum mechanical terms necessary for the evaluation of the Gibbs free 
energy would always lead to a perfect agreement with experimental findings. Our recent 
theoretical results from conformational population studies of cycloalkanes (Rocha et al., 
1998; Dos Santos, Rocha & De Almeida, 2002; Anconi et al., 2006; Ferreira, De Almeida & 
Dos Santos, 2007; Franco et al., 2007) and small substituted alkanes (Franco et al., 2008), 
where highly correlated ab initio calculations are computational affordable, showed that this 
is not always the case.  
According to the standard statistical thermodynamics the partition function of the molecular 
system is given by Eq. (5), where  is the energy of the distinct allowed quantum states, k 
the Boltzmann constant and T the absolute temperature (Mcquarrie, 1973). The full 
molecular partition function	(ܳ௧௧(ܶ)) can be written as a product of electronic, 
translational, rotational and vibrational contributions (Eq. 6). We found that the vibrational 
partition function (Eqs. 7 and 8), derived in the light of the statistical thermodynamics 
approach, is significantly affected by the presence of low frequency vibrational modes (less 
than approx. 625 cm-1 at room temperature) leading to considerable deviation between 
theoretical and experimental predictions for thermodynamic properties. It is important to 
remind that a low frequency mode is defined as one for which more than 5% of an assembly 
of molecules are likely to exist in excited vibrational states at room temperature. In other 
units, this corresponds to about 625 cm-1, 1.9×1013 Hz, or a vibrational temperature ( =಼ಳ ,	for the kth vibrational mode) of 900 K.  

 ܳ(ܶ) = ∑ ݁ି/்  (5) 

 ܳ௧௧(ܶ) = ܳ × ܳ௧௦ × ܳ௧ × ܳ௩                     (6) 

 ܳ௩ (ܶ) = ష/మೖଵିష/ೖ    (7) 

 ܳ௩ = ∏ ܳ௩ೕே௪ୀଵ .∏ ܳ௩ೕଷேିୀே௪ାଵ                  (8a) 

 ܳ௩ = ܳ௩ேுை. ܳ௩ுை                 (8b) 

 
In Eq. (8a) the first product on the right side accounts for the contribution due to the low 
frequency vibrational modes (Nlow), which are not true harmonic oscillators. So they can be 
treated separately as indicated in Eq. (8b). As a first assumption we can exclude these 
frequencies (Nlow modes) from vibrational partition function, which is equivalent to set up 
the first product in Eq. 8a to unity (hereafter called HO approach). This approach was firstly 
introduced in our paper on cyclooctane (Dos Santos, Rocha & De Almeida, 2002).  
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According to the statistical thermodynamics formalism (see Mcquarrie, 1973) the vibrational 
contribution to internal energy and entropy are given by Eqs. (9) and (10), respectively, with 
similar equations holding for the electronic, translational and rotational terms 
(ܳ, ܳ௧௦, ܳ௧). Assuming that the first electronic excitation energy is much greater than 
kT, and so the first and higher excited states can be considered to be inaccessible, the 
electronic partition function is simply the electronic spin multiplicity of the molecule 
(ܳ = 2ܵ + 1), with the energy of the electronic ground state set to zero. The translational 
and rotational partition functions are given by the particle in a box (ܳ௧௦) and rigid rotor 
(ܳ௧) models respectively (Mcquarrie, 1973). 

௧,௩ܧ  = ܴܶଶ ൬డொೡ್డ் ൰           (9) 

 ܵ௩ = ܴ + ܴ݈݊ܳ௩ + ܴܶ ൬డொೡ್డ் ൰              (10) 

In the HO approach introduced previously (Dos Santos, Rocha & De Almeida, 2002), the ܳ௩ேுை partition function is made equal to unity, and so, following Eqs. (8b), (9) and (10), the 
low frequency modes do not make a contribution to the evaluation of thermodynamic 
properties (null value). It is also possible, for very simple molecules, as will be shown latter, 
to use other empirical approaches such as hindered rotor analysis and including 
anharmonic treatment of the low frequency modes (see for example Truhlar, 1991; Ayala & 
Schlegel, 1998). The way that the low frequency modes are treated is crucial for the correct 
evaluation of conformational population. For large cycloalkanes, other macrocycles and 
supramolecular systems there will be a great number of low frequency modes and so the 
uncertainty in the theoretical determination of relative values of Gibbs free energy tends to 
naturally increase. 
It is opportune to clarify the notation we have been using for thermodynamic quantities, 
which may differ from that commonly used in many textbooks on thermodynamics. In the 
way that the vibrational partition function is calculated using the Gaussian package, which 
we used to perform quantum chemical calculations, the zero of energy is choosen as the 
bottom of the internuclear potential well. Then, the vibratonal partition function, for the 
specific frequency , is given by Eq. (7) and the zero-point energy (ZPE) contribution 
(ℎ2݇ܶ/ݒ or ܼܲܧ/݇ܶ) is added to the internal energy, which we called ܧ௧. In addition, the 
thermal energy correction to enthalpy (்ܪ) within the ideal gas model is given by ܧ௧ +	ܴ݊ܶ. In conformation analysis studies for a given process A →B, the ܴ݊ܶ term cancelled out 
and so the thermal correction to enthalpy is just ∆ܧ௧	(்ܪ = ܧ௧)	. The thermal correction 
to Gibbs free energy (named here ∆்ܩ) is given by Eq. (2). 
In the next Sections we will present theoretical thermodynamic quantity results for 
substituted alkanes and cycloalkanes, where experimental conformational population data 
are available, which can illustrate the performance of theoretical approaches available for 
the calculation of thermodynamic properties. 

3. Conformational analysis of 1,2-substituted alkanes 

There have been a considerable number of investigations on substituted alkanes such as 1,2-
dichlroethane (Ainsworth & Karle, 1952; Orville-Thomas, 1974; Youssoufi, Herman & 
Lievin, 1998; Roberts, 2006; Freitas & Rittner, 2007) and 1,2-difluoroethane (Orville-Thomas, 



 
First Principles of Prediction of Thermodynamic Properties 

 

25 

1974; Hirano et al., 1986; Wiberg & Murcko, 1987; Durig et al., 1992; Roberts, 2006; Freitas & 
Rittner, 2007) motivated by the interest in its restricted internal rotation. The recent 
literature for the simple non-substituted ethane molecule also shows that the reason for the 
rotational barrier leading to the experimentally observed staggered structure (Pophristic & 
Goodman, 2001; Bickelhaupt & Baerends, 2003) has also been investigated. It is well known 
that for 1,2-dichloroethane the anti form predominates over the gauche conformer. However 
the opposite is observed for the 1,2-difluoroethane, where both experimental and theoretical 
investigations have shown that this molecule prefer the gauche conformation, what has been 
successfully rationalized in terms of a hyperconjugation model (Goodman, Gu & Pophristic, 
2005). So, in the case of the 1,2-difluoroethane molecule, the stability of the gauche 
conformation has been attributed to the high electronegative character of the fluorine atom 
denominated the gauche effect, where the equilibrium geometry is a result of charge transfer 
from C-H electron to the C-F* antibonds (Goodman & Sauers, 2005). Investigation of the far 
IR (50-370 cm-1) and low frequency Raman (70-300 cm-1) spectra (Durig et al., 1992) of the 
gas phase sample of 1,2-difluoroethane showed that the gauche conformer is 0.81±0.13 kcal 
mol-1 more stable than the anti form, and it has been one of the most discussed case of 
intramolecular interaction over the past decades. 
The very simple ethane molecule has called the attention of many researchers with a 
number of work reported addressing restricted internal rotation (Kemp & Pitzer, 1936; 
Ainsworth & Karle, 1952; Pitzer, 1983; Pophristic & Goodman, 2001; Bickelhaupt & 
Baerends, 2003; Goodman, Gu & Pophristic, 2005). The experimental gas phase 
spectroscopic and thermodynamic data available for ethane and ethane substituted 
molecules provide useful information to assess the capability of available theoretical 
methods used to calculate temperature-dependent macroscopic properties. In order to 
investigate the performance of theoretical approaches for predicting relative gas phase 
conformational population values, as compared to observed experimental data, two distinct 
points must be considered: the adequacy of the theoretical model employed, which is 
reflected in the pertinence of the mathematical equations developed, and the quality of the 
calculated energy values used to feed the mathematical functions to produce numerical 
values for the population ratio, which is dictated by the ab initio level of theory employed. 
Regarding the calculation of Gibbs conformational population, on one side we have the 
statistical thermodynamic formalism which makes use of molecular partition functions 
based on Boltzmann distributions and also additional corrections for hindered rotation 
through the use of empirical formulae, and on the other side the quantum mechanical 
methods available for the resolution of the time independent Schrödinger equation for an 
isolated molecule in the vacuum, which produce the various energy values (electronic, 
rotational, vibrational) and structural data to feed the thermodynamic partition functions. 
At this point the validity of the theoretical approaches is attested by comparison with 
experimental conformational population data within experimental uncertainties.  
The theoretical methods available for the determination of thermodynamic properties are 
based on quantum mechanics and statistical thermodynamics formalism and are quite 
sound, from a methodological point of view. We can reach the state of the art of a quantum 
mechanical calculation by using a highly correlated ab initio method and a basis set close to 
completeness, and therefore any disagreement with experimentally observed quantities 
cannot be blamed only on the level of theory used to calculated geometrical parameters, 
vibrational frequencies and relative electronic plus nuclear-nuclear repulsion energy 
values	(∆ܧି௨). However, the evaluation of thermal corrections (∆்ܩ) that lead to the 
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calculation of relative ∆ܩ values (Eq. 1) for a given temperature may not be improved in the 
same manner as ∆ܧି௨, which is dictated by the level of electron correlation and size of 
basis set. The thermal correction is calculated using the statistical thermodynamics partition 
functions with the vibrational (ܳ௩) and rotation (ܳ௧) contributions playing a key role.  
The rotation and vibrational partition functions are commonly evaluated in the light of the 
rigid rotor (RR) and harmonic oscillator (HO) approximation, usually denominated RR-HO 
partition function. To account for deviation from the RR-HO approximation centrifugal 
distortion effect and anharmonicity correction must be addressed and this is not a simple 
matter for large molecules. We have observed in our recent studies on substituted alkanes 
(Franco et al., 2008) that the vibrational contribution to the thermal correction given by ܳ௩ 
(see Eq. 7) plays a major role for the evaluation of relative ∆ܩ values, and so we have 
concentrated our attention on the analysis of effect of the low frequency modes on the 
calculation of the vibrational thermal correction given by Eq. (11) (remember we use 
ܧ௧ = ்ܪ	for conformational interconversion processes). As the internal energy and 
entropy quantities are given by a logarithmic function (see eqs. 9 and 10), the total thermal 
correction can be written as a sum of four contributions according to Eq. (12), where only the 
last term on the right side of Eq. (12) affects significantly the calculation of relative Gibbs 
free energies and so conformational population values. 

 ்ܩ,௩ = ܧ௧,௩ − ܶܵ௩           (11) 

  ்ܩ = ்ܩ, +	்ܩ,௧௦ + ்ܩ,௧ +	்ܩ,௩	          (12)   

A treatment of low frequency vibrational modes, which are not true vibrations, as hindered 
rotations, is well known to be required to describe the thermodynamics of ethane and 
ethane substituted molecules. In (Ayala & Schlegel, 1998) a treatment of low frequency 
modes as internal hindered rotation is described in details, with an automatic procedure for 
the identification of low frequency modes as hindered rotor, requiring no user intervention 
(implemented in the Gaussian® computer code), being reported. Following early works of 
Pitzer et al. (Pitzer & Gwinn, 1942) tabulating thermodynamic functions, formulas became 
available to interpolate the partition function between that of a free rotor, hindered rotor 
and harmonic oscillators (Pitzer & Gwinn, 1942; Li & Pitzer, 1956; Truhlar, 1991; Mcclurg, 
Flagan & Goddard, 1997), with the approximation by Truhlar (Truhlar, 1991) being used in 
many studies in recent years. In (Ayala & Schlegel, 1998) a modified approximation to the 
hindered rotor partition function for the ith low frequency mode (named here ܳுௗିோ௧) was 
given. These formulas (see (Pitzer & Gwinn, 1942) are for one normal vibrational mode 
involving a single rotating group with clearly defined moment of inertia. The thermal 
corrections to enthalpy and Gibbs free energy, including hindered rotation and anharmonic 
correction to vibrational frequencies are calculated according to Eqs. (13) and (14) below, 
using the Mφller-Plesset second-order perturbation theory (MP2) and good quality basis 
sets. The symbols Hind-Rot and Anh indicate the use of hindered rotation and anharmonicity 
correction to vibrational frequencies treatments respectively, to account for deviations from 
the RR-HO partition function. For more details of mathematical treatments see a recent 
review by Ellingson et al. (Ellingson et al., 2006). 

 ܧ௧ுௗିோ௧ି = ܧ௧ + ܧ௧ுௗିோ௧ + ܧ௧ுௗି                      (13) 

 ܩு்ௗିோ௧ି = ்ܩ + ܩு்ௗିோ௧ + ܩு்ௗି      (14) 
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Table 1 reports the calculation of absolute entropy for ethane at room temperature, using the 
MP2 level of theory and the 6-311++G(3df,3pd) triple zeta quality basis set, with the aid of 
the standard statistical thermodynamics formalism with the inclusion of a treatment of the 
hindered-rotation effects and anharmonicity correction to vibrational frequencies. From the 
results reported in Table 1 it can be seen that the combination of anharmonic correction to 
vibrational frequencies and a hindered rotor treatment of the lowest-frequency modes 
provides a perfect description of the entropy of ethane at room temperature, when a large 
basis set is used (at least of triple zeta quality) with a MP2 calculation. The deviation from 
the experimental value is only 0.3% which is within the experimental uncertainty of ±0.19 
cal mol-1 K-1.  The percent error for the aug-cc-pVTZ basis set is only 0.2% (Franco et al., 
2008). Therefore, for the ethane molecule, the approach given by Eqs. (13) and (14) works 
very well.  
 

 ܵ a ܵுை   b ܵ c ܵுௗିோ d ܵுௗିோ௧ି		e 

Calculated 
Entropy 

54.29 
{1.0%} f 

52.99 
{3.4%} f 

54.45 
{0.7%} f 

54.54 
{0.6%} f 

54.70 
{0.3%} f 

Expt. g     54.85±0.19g 
aܵ = ௧ܵ௦ + ܵ௧ + ܵ௩ ( ௧ܵ௦ = 36.13 and ܵ௧ = 16.26 cal mol-1 K-1). 1 cal = 4.184 J. bThe low frequency 
mode was excluded from the evaluation of the vibrational partition function for the calculation of the 
absolute entropy (HO approach) so, 3N-7 normal modes were used. The low frequency contribution to 
entropy (ܵ௩ேுை) is 1.30 cal mol-1 K-1. cAbsolute entropy value calculated with the inclusion of 
anharmonicity correction. dAbsolute entropy value calculated with the inclusion of hindered internal 
rotation correction. eAbsolute entropy value calculated with the inclusion of anharmonicity and 
hindered internal rotation corrections for the evaluation of the vibrational partition function. 
Contributions to the total entropy value: ܵ௩ுை = 0.60; ܵ௩ேுை = 1.30; ܵ௩ுௗିோ௧ = 0.25; ܵ௩ = 0.16 cal mol-1 
K-1. 		ܵ௩ுௗିோ௧ି = ܵ௩ுை + ܵ௩ேுை + ܵ௩ுௗିோ௧ + ܵ௩ = 2.31 cal mol-1 K-1. fPercent error relative to the 
experimental entropy value obtained at 298.15 K from (Kemp & Pitzer, 1937). The corresponding error 
for the TS value are only 0.04 kcal mol-1. gExperimental entropy value from (Kemp & Pitzer, 1937). 

Table 1. MP2/6-311++G(3df,3pd) absolute entropy (cal mol-1 K-1) of the ethane molecule in 
the staggered form (T = 298 K, p = 1 atm) calculated using standard statistical 
thermodynamics partition function (particle in a box, rigid rotor and harmonic oscillator 
approximations for translational, rotational and vibrational contributions) including all 3N-6 
vibrational modes as harmonic oscillators. 

MP2 thermal quantities (ܧ௧ and ்ܩ) results using various basis sets for the anti→gauche 
process for 1,2-difluorethane (Figure 1) are shown in Figure 2 (a similar behavior was found 
for 1,2-dichloroethane). 
 

 
Fig. 1. Schematic representation of the anti→gauche process for the 1,2-difluorethane molecule. 
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It can be seen from Figure 2 that the thermal corrections reached nearly unchanged values 
within 0.02 kcal mol-1 at the MP2/6-311++G(3df,3pd) level of theory, a variation that would 
cause a change on the calculated conformational population of less than 1%. Figure 3 shows 
ܧି௨ results for 1,2-difluorethane (a similar pattern was obtained for 1,2-dicloroethane), 
where the effect of the electronic correlation and size of the basis set on relative energy 
values can be analyzed. It can be seen that the MP4(SDTQ) and CCSD(T) relative energies 
for the anti→gauche process agree within less than 0.05 kcal mol-1, showing a welcome 
smooth behavior of the energy values as a function of the level of theory and basis set 
quality. We may say that the MP4(SDTQ) and CCSD(T) conformational energies might be 
trusted with a rough uncertainty estimated at ±0.05 kcal mol-1 based on the pattern shown in 
Figure 3, with a corresponding uncertainty in the conformational population of 
approximately 1%. The reported uncertainties for experimental conformational populations 
are in the range of ±2–5%, and the uncertainty value for experimental enthalpy 
determination is within ±0.10–0.19 kcal mol-1. Therefore, we are confident in using these ab 
initio data to analyze the performance of the theoretical models for calculating thermal 
corrections through the evaluation of molecular partition functions, making use of the 
statistical thermodynamics formalism and, therefore, enthalpy and Gibbs free-energy 
values, leading to the theoretical determination of conformational population ratios.  
The Gibbs population results for the anti→gauche processes (see Figure 1) for 1,2-
difluoroethane and 1,2-dichloroethane at 25°C are reported in Table 2. It can be seen that the 
effect of the anharmonic correction to the vibrational frequencies on the thermal energies is 
quite small (±0.01 kcal mol-1) and so it can be neglected; therefore, only the treatment of the 
low-frequency modes need to be considered. It is important to make it clear that the 
anharmonicity effect was not included explicitly in the vibrational partition function, which 
can easily be done for diatomic molecules (Mcquarrie, 1973); however, much more work is 
required for polyatomic molecules. In the present case, the harmonic oscillator functional 
dependence was used for the vibrational partition function, but the anharmonic frequencies 
are utilized instead of harmonic values. As far as enthalpy calculations are concerned, it was 
found that the ab initio and experimental enthalpy values for the anti→gauche process exhibit 
a very fair agreement, for both 1,2-dichloroethane and 1,2-difluorethane, independent of the 
way that the low-frequency modes are treated (see Table 3). In other words, the internal 
energy contribution is not so sensitive to the model used to treat the low-frequency modes 
in the calculation of relative enthalpy values, with the ܧ߂ି௨  contribution being of major 
relevance (Franco et al., 2008). 
When the agreement between theoretical and experimental populations is analyzed, an 
assessment of the performance of the hindered-rotor approach can be made. From Table 2, 
the effectiveness of the hindered-rotor approach to describe the 1,2-dichloroethane species is 
promptly seen, leading to a good agreement with gas-phase electron diffraction 
conformational population data. The simple procedure of neglecting the low-frequency 
modes (three modes at room temperature) in the evaluation of the vibrational partition 
function, which may be considered as a rough but simple approximation also works well for 
1,2-dichloroethane. For 1,2-difluorethane, a satisfactory agreement with experimental 
conformational population data was not obtained. An interesting feature that can be seen 
from Table 2 is the fact that the procedure of treating the lowest-frequency modes as a 
hindered rotor leads to a very small correction, compared to the corresponding value 
obtained for 1,2-dichloroethane, providing virtually the same conformational population as 
the consideration of all 3N-6 modes as harmonic oscillators. So, in this case, the procedure 
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was useless. The alternative of ignoring the three lowest-frequency modes also does not 
work well here.  
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 2. Anti→gauche MP2 thermal energy variation (at room temperature) for 1,2-difluorethane 
as a function of the basis set quality. The MP2/6-311++G(3df,3pd) and MP2/aug-cc-pVTZ T∆S 
values (entropic contribution) are respectively -0.20 and -0.19 kcal mol-1 (see Eq. 2). 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Anti→gauche energy (ܧି௨	in the vacuum) variation for 1,2-difluorethane as a 
function of the level of calculation. The CCSD(T)/6-311++G(3df,3pd)//MP2/6-
311++G(3df,3pd) and CCSD(T)/aug-cc-pVQZ//MP2/aug-cc-pVTZ relative energy values 
are respectively -0.75 and -0.76 kcal mol-1. The corresponding MP4(SDTQ) values are 
respectively -0.78 and -0.78 kcal mol-1 (The MP4(SDTQ)/cc-pV5Z//MP2/aug-cc-pVTZ 
value is -0.78 kcal mol-1). 
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 1,2-dichloroethane 1,2-difluorethane ܶܵ a -0.11 -0.17 ܶܵுை b 0.13 0.05 ܶܵ  c 0.01 -0.003 ܶܵுௗିோ௧  d 0.40 -0.04 ܶܵு௧ିோ௧ି e 0.41 -0.04 
ܩ [% anti] 1.30  [90%] -0.73  [23%] 

ܩுை b [% anti] 0.95  [83%] -1.03  [15%] 
ܩு௧ିோ௧ି f [% anti] 0.90  [82%] -0.70  [23%] 

[% anti] expt [78±5%]g [37±5%]h 

aThe MP2/aug-cc-pVTZ TΔS values for  1,2-dichloroethane  and 1,2-difluorethane and are respectively -
0.11 and -0.20 kcal mol-1 at 25 °C. The room temperature MP2/6-311++G(3df,3pd) rotational entropy 
 ,contributions are 0.11 and 0.05 kcal mol-1 for 1,2-dichloroethane and 1,2-difluorethane (௧ܵ߂ܶ)
respectively (identical to the MP2/aug-cc-pVTZ values). b Calculated using the vibrational partition 
function evaluated excluding the low frequency normal vibrational modes (three modes at room 
temperature). cAnharmonicity correction evaluated at the MP2/6-311++G(2d,2p) level and room 
temperature. dInternal rotation correction to the MP2/6-311++G(3df,3pd) entropy term (ܶܵ߂) value (one 
internal rotation was identified for all four species). eAnharmonicity and hindered internal rotation 
corrections. fܩுௗିோ௧ି = ܧି௨ + ்ܩ + ܩு்ௗିோ௧ + ܩ், with ்ܩ = ்ܪ − ܶܵ. Value 
obtained including the anharmonicity and hindered internal rotation correction to calculation of the 
thermal energy correction (்ܩ߂). This should be our best Gibbs free energy value. gExperimental value 
from (Ainsworth & Karle, 1952). See also (Bernstein, 1949). hExperimental value from (Durig et al., 
1992). There are other two population data obtained from electron diffraction experiment that differ 
considerably from the more recent reported   value in (Durig et al., 1992) based on the vibrational 
spectroscopy analysis:  9% of the anti form from (Fernholt & Kveseth, 1980) at room temperature and 
4.0±1.8% at 22 ºC from (Friesen & Hedberg, 1980). 

Table 2. Temperature-dependent Gibbs population and relative Gibbs free energy (ܩ߂) 
values calculated including anharmonicity and hindered-rotation effects on the entropy 
contribution (ܶܵ߂) to the thermal energy correction (்ܩ߂) calculated at the MP2/6-
311++G(3df,3pd) level, for the anti→gauche interconversion process for 1,2-dichloroethane 
and 1,2-difluorethane. CCSD(T)/6-311++G(3df,3pd)//MP2/6-311++G(3df,3pd) ܧ߂ି௨ 
values (1.31 and -0.75 kcal mol-1 for 1,2-dichloroethane and 1,2-difluorethane, respectively) 
were used. All values are in kcal mol-1. T = 298.15 K.   

In an attempt to better understand the reason for the disagreement between theoretical and 
experimental gas phase conformational population for 1,2-difluorethane we decided to use 
the experimental entropy for the anti→gauche process. It was obtained from the analysis of 
the vibrational spectral data dependence with temperature reported in (Durig et al., 1992), 
where by applying the van’t Hoff isochore equation, ݈݊(ܫ௧/ܫ௨) 	=  ,ܴ/ܵ∆	–	ܴܶ/ܪ∆	
with the value in parenthesis being the ration of the intensities of the Raman lines due to the 
anti and gauche conformers, the entropy change for the process could be evaluated 
(assuming that ∆ܪ is not a function of the temperature). The enthalpy is determined through 
the ݈݊(ܫ௧/ܫ௨) versus 1/ܶ plot, where ∆ܪ/ܴ is the slope of the line. The experimental 
entropy contribution at room temperature is: ܶ∆ܵா௫௧ = -0.49 kcal mol-1. Our MP2/6-
311++G(3df,3pd) best value is -0.17 kcal mol-1 (a quite sizeable 65% difference). Using the 
experimental entropy and our ab initio CCSD(T)/6-311++G(3df,3pd) relative energy 
 we obtain a room (௧ܧ߂) and MP2/6-311++G(3df,3pd) internal energy (ି௨ܧ߂)
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temperature Gibbs population of 33% of the anti form, in good agreement with the 
experimental value of 37±5%. Therefore, it is quite evident that our calculated entropy for 
the anti→gauche process of 1,2-difluorethane, using the combined quantum 
mechanical/statistical thermodynamic approach, is in serious error. It is also opportune to 
emphasize here that, as already pointed out by Ayala and Schlegel (Ayala & Schlegel, 1998), 
in principle most of the problem resides in the identification of the internal rotation modes. 
Large molecules can have a large number of low frequency modes which can include not 
only internal rotations but also large amplitude collective bending motions of atoms. 
Moreover, some of the low frequency modes can be a mixture of such motions. For large 
cyclic molecules there are ring torsional modes, and similar to internal rotations ring 
torsions can cause problems in the evaluation of thermodynamic functions, as will be shown 
in the next Section. 
 

 1,2-dichloroethane 1,2-difluorethane 
ܪ 1.19 -0.90 

ܪுை a 1.08 -0.98 
ܪு௧ିோ௧ି b 1.17 -0.93 

ܪா௫௧ [1.20±0.19]c [-0.81±0.13]d 

aCalculated using the vibrational partition function evaluated excluding the low frequency normal 
vibrational modes (three modes at room temperature). b	ܪு௧ିோ௧ି = ܧି௨ + ܧ௧ +
ܧ௧ு௧ିோ௧ + ܧ௧.  Value obtained including the anharmonicity and hindered internal rotation 
correction to calculation of the internal energy correction. The anharmonic correction to internal energy 
(ܧ௧) is -0.01 kcal mol-1 for both 1,2-dichloro and 1,2-difluorethane, evaluated at the MP2/6-
311++G(2d,2p) level  and room temperature. This should be our best enthalpy value. cExperimental 
value from (Bernstein, 1949). dExperimental value from (Durig et al., 1992). 

Table 3. Enthalpy (ܪ߂ in kcal mol-1) values calculated including anharmonicity and 
hindered-rotation effects on the internal energy correction (ܧ߂௧) evaluated at the MP2/6-
311++G(3df,3pd) level, corresponding to the anti→gauche interconversion process for 1,2-
dichloroethane and 1,2-difluorethane. CCSD(T)/6-311++G(3df,3pd)//MP2/6-
311++G(3df,3pd). ܧ߂ି௨values (1.31 and -0.75 kcal mol-1 for 1,2-dichloroethane and 1,2-
difluorethane respectively) were used. T = 298.15 K. 

It is well known that the vibrational entropy term (ܶܵ௩) has a much higher sensibility to 
the low frequency mode than the internal energy (ܧ௧,௩), what can be easily seen from 
Figure 4 where the variation of the respective thermodynamic functions with the vibrational 
frequency is shown. ܧ௧,௩ is very monotonically dependent on the frequency in the low 
frequency region, what explain why our calculated enthalpies are in good agreement with 
the experimental ones. On the contrary, the entropy counterpart is strongly dependent of 
the frequency, particularly in the region of 0-200 cm-1, therefore, the treatment of low 
frequency modes definitively has a pronounced effect on the entropy evaluation.  

4. Conformational analysis of cycloalkanes 

Despite a rather simple carbon–hydrogen cyclic skeleton structure, the cycloalkanes have 
indeed attracted the interest of several research investigations in the experimental and 
theoretical fields. These studies are mainly concerned with the conformational analysis as a  
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Fig. 4. Thermodynamic energy or internal thermal energy (ܧ௧,௩) and entropic (ܶܵ௩) 
vibrational contributions (in units of kcal mol-1) represented as a function of the vibrational 
frequency, calculated with the aid of the statistical thermodynamics formulae, within the 
harmonic oscillator (HO) approximation (HO vibrational partition function), at room 
temperature and normal pressure.  

function of the temperature and pressure conditions. Electron diffraction experiments have 
been of great aid to provide population data for cycloalkanes for gas phase samples, as 
reported for cycloheptane (Dillen & Geise, 1979), cyclooctane (Dorofeeva et al., 1985), 
cyclodecane (Hilderbrandt, Wieser & Montgomery, 1973) and cyclododecane (Atavin et al., 
1989). For solution and solid state samples NMR spectroscopy have provided valuable 
information for temperature-dependent conformational analysis as given for cyclononane 
(Anet & Krane, 1980), cyclodecane (Pawar et al., 1998), cycloundecane (Brown, Pawar & 
Noe, 2003), and cyclododecane (Anet & Rawdah, 1978). In all these experimental 
investigation a population conformation with an uncertainty of ±5% was reported, and so 
the preferred conformation for each cycloalkane containing 7 to 12 carbon atoms precisely 
determined. 
In this Section we report a comprehensive conformational analysis for a series of 
cycloalkanes containing seven to ten carbon atoms (cycloheptane, cyclooctane, cyclononane 
and cyclodecane) using ab initio molecular orbital theory, with the aim to analyze the 
performance of available theoretical methods to describe large cycloalkanes and also other 
macrocycles. An investigation of the influence of low frequency vibrational modes in the 
calculation of thermodynamic properties as a function of temperature, employing standard 
statistical thermodynamics, was carried on. The main focus of this work is to explore this 
subject and extend the discussion on the calculation of thermodynamic quantities for other 
large molecular systems or molecular clusters that are relevant for many areas of chemistry, 
in particular supramolecular chemistry, and present a challenge for available theoretical 
methods. Our ultimate goal is a clear understanding of the efficaciousness of standard 
quantum chemical procedures for the calculation of conformational population of large 
molecular systems usually containing macrocycle units. This is a relevant academic problem 
that has not received much attention in the literature so far, which has also important 
consequences in the application of theoretical methods to solve problems of general and 
applied chemical interest, such as biological application and material science.  
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We will present first separate results for each cycloalkane and in the end a global analysis of 
the cycloalkanes investigated, what can shed some light on the performance of available 
theoretical methods for the calculation of conformational population of large macrocycles. 
The mathematical equations necessary for the calculation of relative Gibbs free energy 
values, with the explicit consideration of low frequency normal modes, were given in 
Section 2 and we provide now some example to illustrate the application of theoretical 
methods. In Section 3 we showed the effect of including anharmonicity and hindered-
rotation corrections to ܧ߂௧ and ∆்ܩ for 1,2-dichloro and 1,2-difluorethane, which are very 
simple molecules where available empirical models can be applied. In the case of 
cycloalkanes we found not appropriate an attempt to include such corrections to the 
calculation of ∆்ܩ and our proposal was to separate the vibrational thermal correction in 
two main contributions given by Eq. (15), where low and high frequency normal modes are 
included in the NHO and HO terms respectively, since the thermodynamic statistical 
formalism allowed us to write ∆்ܩ as a sum of terms.  

௩,்ܩ∆   = ௩ேுை,்ܩ∆ ௩ுை,்ܩ∆	+	 	    (15) 

In this Section we make use of a very simple approach, already introduced in Section 3 of 
this Chapter named HO approach, that is assuming the vibrational partition function 
contribution due to the low frequency modes given by equation (8b), ܳ௩ேுை, to be unitary 
what is equivalent to exclude the corresponding vibrational frequencies from the calculation 
of the thermal correction, i.e., ∆்ܩ,௩ேுை = 0. We will discuss the applicability of this 
approximation for the series of cycloalkanes where experimental conformational 
populations are available for comparison. The proposal of another ܳ௩ேுைpartition function 
that is not unitary and so can describe more realistically the effect of the low frequency 
modes that are no harmonic oscillator is indeed a big challenge in what large molecules are 
concerned. The most recently reported treatments have been reviewed recently by Ellingson 
and collaborators (Ellingson et al., 2006) with results for hydrogen peroxide model system 
presented. 

4.1 Cycloheptane 
The conformational analysis of cycloheptane has been well documented in the literature 
(Hendrickson, 1961; Hendrickson, 1967a, 1967b; Dowd et al., 1970; Pickett & Strauss, 1971; 
Hendrickson et al., 1973; Bocian et al., 1975; Cremer & Pople, 1975; Flapper & Romers, 1975; 
Brookeman & Rushworth, 1976; Bocian & Strauss, 1977a, 1977b; Flapper et al., 1977; 
Snyderman et al., 1994; Senderowitz, Guarnieri & Still, 1995; Wiberg, 2003) so it is known 
that there are five possible distinct conformers being two true minima (twist-chair (TC) and 
boat (B)) and three first-order transition state (TS) structure, (chair (C), twist-boat (TB) and a 
third structure named TS3) (Wiberg, 2003). The TC, B and C conformers are depicted in 
Figure 5. The TC conformer is the global minimum energy structure and is connected to the 
local minimum B (which is ca. 3 kcal mol-1 energetically higher (Wiberg, 2003)) through the 
TS3 structure, with a reasonable energy barrier of ca. 8 kcal mol-1 (Wiberg, 2003). The only 
experimental conformational data available is from an electron diffraction study (Dillen & 
Geise, 1979), where a mixture of TC and C conformers was proposed, in order to explain the 
electron diffraction patterns. In this Section we present a discussion on the performance of 
the standard quantum chemical methods to describe the structure, energetic and 
thermodynamic properties of the TC and C conformers of cycloheptane with a special 
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attention being paid to the role played by the low frequency vibrational modes in the 
calculation of thermodynamic quantities. By writing the enthalpy and Gibbs free energy as a 
sum of two independent contributions (see Eqs. (1) and (3)) it is implied that we can use 
different levels of theory to evaluate each term. Therefore, it is common to use a lower cost 
computational method for geometry optimization and vibrational frequency calculations, 
which are need for the determination of ∆்ܩ, with post-HF methods being employed to 
evaluate the ∆ܧି௨ counterpart. It is important to assess the performance of theoretical 
methods for the determination of structural parameters. 
 

 
                         (a)  TC                      (b) B            (c) C 

Fig. 5. MP2 fully optimized structures of the relevant conformers of cycloheptane: (a) TC; (b) 
B; (c) C. The numbering scheme is included in the Figure 5a. 

We report in Table 4 a summary of theoretical and experimental dihedral angles for the 
global minimum structure located on the PES for cycloheptane (TC), with experimental gas 
phase electron diffraction data being also quoted for reason of comparison. It can be seen 
that there is a nice agreement with the MP2 optimized values for the TC structure, with all 
basis sets employed. It is interesting to see that all fully optimized MP2 dihedral angles 
agree very well, independent of the basis set used, showing the strength of the MP2 level of 
theory for structural determination. It can also be seen from Table 4 that DFT (B3LYP 
functional) torsion angles also agree very well with experimental data. It can be inferred that 
DFT and MP2 geometrical parameters for cycloalkanes are very satisfactory described and 
so, the rotational partition function (ܳ௧), which depends essentially on the structural data 
through the moment of inertia within the rotor rigid approximation, is also well predicted 
by DFT and MP2 methods. 
 

 d1 
[1,2,3,4] 

d2 
[2,3,4,5] 

d3 
[3,4,5,6] 

d4 
[4,5,6,7] 

d5 
[5,6,7,1] 

d6 
[6,7,1,2] 

d7 
[7,1,2,3] 

B3LYP/6-31G(d,p) 38.0 -84.4 70.1 -53.8 70.1 -84.4 38.0 
MP2/6-31G(d,p) 39.3 -87.1 70.3 -52.5 70.3 -87.1 39.3 

MP2/6-311++G(2d,2p) 39.6 -87.9 70.6 -52.5 70.6 -87.9 39.6 
MP2/cc-pVDZ 39.2 -87.0 70.4 -52.8 70.4 -87.0 39.2 

MP2/aug-cc-pVDZ 39.7 -88.2 70.6 -52.3 70.6 -88.2 39.7 
        

Expt.  b 38.3 -86.5 70.8 -52.4 70.8 -86.5 38.3 
aThe labels are defined in Figure 5. bExperimental values from (Dillen & Geise, 1979). 

Table 4. Dihedral anglesa (in degrees) calculated for the global minimum TC form of the 
cycloheptane molecule at different levels of theory. 
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The energy differences (∆ܧି௨) for the conformational interconversion process TC→C, 
using various methods of calculation, are shown in Tables 5 and 6 (MP4 and CCSD 
values). It can be seen that, despite the fact of providing reasonable structural data, the 
B3LYP functional cannot be used for the evaluation energy of differences, compared to 
MP2, in what cycloheptane is concerned. An extensive investigation of the behavior of 
other DFT functional is required. Also in Table 5 are internal energy (∆ܧ௧), entropy 
contribution (ܶ∆ܵ) and thermal correction (∆்ܩ) evaluated at distinct levels of calculation 
showing a relative good agreement between B3LYP and MP2 results. It can be seen  
from Table 5 that the vibrational contribution plays the major role in the evaluation of 
thermal quantities, stressing the importance of using an adequate treatment of the low 
frequency vibrational modes. It can also be seen from Tables 5 and 6 that the MP2 relative 
energies are larger than the MP4 and CCSD values, showing the importance of a better 
description of electron correlation and how the way it is evaluated, and the basis set 
employed, affects the ∆ܧି௨ value. The difference between the MP4(SDTQ) and 
CCSD(T) energy is 0.03 kcal mol-1 for both cc-pVDZ and 6-311G(d,p) basis sets. The same 
result is observed for the smaller 6-31G(d,p) basis set. Therefore, it can be said that the 
computational more feasible high correlated level of theory, MP4(SDTQ), would lead to a 
Gibbs conformational population value virtually the same as the CCSD(T) prediction, 
within the same basis set, and so can be safely used to account for the electronic 
correlation energy in conformational analysis studies. It can also be seen that the 
uncertainty in the post-HF energy values for the TC→C process is stabilized to less than 
~0.1 kcal mol-1. This would lead to a variation of less than 2% in the TC/C conformational 
population, which is less than the experimental reported uncertainty (Dillen & Geise, 
1979). The behavior of the thermal quantities as a function of the level of theory employed 
can also be analyzed from the results reported in Table 5. It can be seen that the 
uncertainty in the MP2 entropy and thermal energy values (∆்ܩ) is within ~0.05 kcal  
mol-1, so we can assume that the MP2 thermodynamic quantities reached a converged 
value within 0.05 kcal mol-1, which would cause a small variation of less than 1% in TC/C 
conformational population.  
 

Level of theory ܧି௨ ܧ௧ ܶܵ ்ܩ 

B3LYP/6-31G(d,p) 0.69 -0.60 -1.05 0.45 

MP2/6-31G(d,p) 1.24 {0.87}a -0.60 -0.92 0.32 

MP2/6-31++G(d,p) 1.22 {0.87}a -0.61 -0.92 0.31 

MP2/6-311G(d,p) 1.22 {0.83}a -0.57 (-0.60)b -0.93 (-1.01)c 0.36 (0.41)d 

MP2/6-311++G(d,p) 1.21 {0.84}a -0.57 -0.94 0.37 

MP2/6-311++G(2d,2p) 1.28 {0.85}a - - - 

MP2/cc-pVDZ 1.18 {0.87}a -0.58 (0.03)b -0.93 (-0.0002) 0.35 (0.03)d 

MP2/aug-cc-pVDZ 1.31 {0.89}a - - - 

aHartree-Fock (HF) contribution to the MP2 fully optimized geometry energy difference. bܧ௧,௩. 
cܶܵ௩. d்ܩ,௩.     

Table 5. Relative total energy (ܧି௨) and thermodynamic properties calculated for the 
TC→C equilibrium at T=310 K and 1 atm (values in kcal mol-1). 
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Single Point Energy Calculations ܧି௨ /kcal mol-1 
MP4(SDQ)/6-31G(d,p)//MP2/6-31G(d,p) 1.12 
MP4(SDTQ)/6-31G(d,p)//MP2/6-31G(d,p) 1.16 
CCSD/6-31G(d,p)//MP2/6-31G(d,p) 1.11 
CCSD(T)/6-31G(d,p)//MP2/6-31G(d,p) 1.14 
MP4(SDQ)/6-311G(d,p)//MP2/6-311G(d,p) 1.10 
MP4(SDTQ)/6-311G(d,p)//MP2/6-311G(d,p) 1.15 
CCSD/6-311G(d,p)//MP2/6-311G(d,p) 1.08 
CCSD(T)/6-311G(d,p)//MP2/6-311G(d,p) 1.12 
MP4(SDQ)/cc-pVDZ//MP2/cc-pVDZ 1.07 
MP4(SDTQ)/cc-pVDZ//MP2/cc-pVDZ 1.11 
CCSD/cc-pVDZ//MP2/cc-pVDZ 1.06 
CCSD(T)/cc-pVDZ//MP2/cc-pVDZ 1.08 

Table 6. Post-HF relative electronic plus nuclear repulsion energy values for cycloheptane: 
TC→C. The double slash means a single point energy calculation using the geometry 
optimized at the level indicated after the double slash. 

Conformational population values for the TC conformer are given in Figure 6, where the 
thermodynamic quantities were partitioned into a harmonic contribution (HO) and a low 
frequency mode part, considered as non-harmonic (NHO), so the total value is a sum of 
these two contributions. Some of the low frequency modes (eight for TC) may be internal 
rotations, and so may need to be treated separately, depending on the temperatures and 
barriers involved. Following the Eq. (15) we can write:  

 ܧ௧,௩ = ܧ௧,௩ேுை + 	ܧ௧,௩ுை           (16) 

 ܶܵ௩ = ܶܵ௩ேுை + 	ܶܵ௩ுை        (17) 

The rotational contribution to the entropic term is also quoted in the caption of Figure 6 (the 
corresponding contribution for the internal energy ∆ܧ௧,௧ is null, as well as the 
translational term). It can also be seen that the ܶ∆ܵ௧ term is negligible, and so only the 
vibrational contributions need to be considered, i.e., ܶܵ ≅ ܶܵ௩. It can be seen from 
Figure 6 that the MP4(SDTQ) and CCSD(T) conformational population results agree nicely 
within 1%, so we are confident that the ab initio correlated level of calculation employed is 
sufficient for the description of the temperature-dependent thermodynamic properties. 
The experimental conformational population data for cycloheptane comes from the 
electron diffraction study, at T = 310 K, reported in (Dillen & Geise, 1979), where a TC/C 
mixture, with 76±6% of TC, was proposed in order to explain the diffraction intensities. If 
we take the upper limit of the experimental uncertainty, 82%, this value is still 10% away 
from Gibbs population conformational value of 92%, evaluated using the 3N-6 vibrational 
modes. However, ignoring the low frequency modes for the calculation of thermal 
correction the agreement improves substantially (86–87% of TC/C, compared to the 
experimental upper limit of 82%). The results reported here provide a substantial support 
for a separate treatment of the low frequency modes and also stress the role they play for 
the determination of the conformational population. In order to better understand the 
effect of the vibrational modes, especially the low frequency ones, on the thermal 
correction, we present in Figure 7 the MP2/6-311G(d,p) ∆்ܩ value as a function of the 
vibrational mode (νi).  
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Fig. 6. Conformational population values (TC→C process) for cycloheptane at T = 310 K. 
Thermal correction (்ܩ = 	்ܪ - ܶܵ) was evaluated using structural parameters and 
vibrational frequencies calculated at the MP2/6-311G(d,p) and MP2/cc-pVDZ levels (ܧ௧,௧௦ = ܶ ௧ܵ௦ = 0; ܧ௧,௧ = 0; ܶܵ௧ = 0.0091 kcal mol-1; ்ܩ = 	0.41	ܽ݊݀	ܩு்ை =0.03	kcal mol-1: MP2/6-311G(d,p) values).  
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Fig. 7. MP2/6-311G(d,p) thermal correction difference (்ܩ) as function of each normal 
mode for the TC→C interconversion process of cycloheptane (T = 310 K). 
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As can be easily seen from Figure 7, on calculating the thermal correction difference for the 
TC→C interconversion process the first two vibrational modes make the major contribution 
accounting for 93% (0.38 kcal mol-1) of the total ∆்ܩ value of 0.41 kcal mol-1. In the light of 
these results we decided to re-calculate the thermal correction excluding only the first two 
low frequency modes of conformers TC and C. The corresponding CCSD(T)/6-
311G(d,p)//MP2/6-311G(d,p) and CCSD(T)/cc-pVDZ//MP2/cc-pVDZ TC population 
values ignoring only the first two normal modes in the evaluation of the vibrational 
partition function are respectively 86% and 85%, virtually the same as the value obtained 
excluding all ten low frequency modes from the evaluation of the vibrational partition 
function (87%) differently by approx. only 1%. 
It can be seen that the ܧ௧,௩ுை  and ்ܩ,௩ுை  values calculated neglecting all the low frequency 
modes or only the first two modes are virtually the same, stressing the point that only these 
two vibrational modes must be treated separately, not as harmonic-oscillators. We then 
found that a proper treatment of these two low frequency modes for cycloheptane (and also 
for cyclooctane addressing in the next Section), should yield as a result a thermal correction 
very close to the values we reported in this work, using the simple procedure of ignoring 
the first two low frequency modes in the calculation of the thermodynamic quantities.  

4.2 Cyclooctane 
A considerable amount of experimental and theoretical work has been reported addressing 
the conformational analysis of the cyclooctane molecule, therefore, an assessment of the 
performance of distinct theoretical approaches for predicting the conformational population 
as a function of the temperature can be made. The molecular structure of cyclooctane has 
been widely discussed since the early 1960s (Eliel et al., 1965). The central point of the 
discussion is the conformation of the molecule as investigated by a variety of experimental 
and theoretical methods (see reviews in Anet, 1974; Burkert, 1982 and Brecknell, Raber & 
Ferguson, 1985; Saunders, 1987; Lipton & Still, 1988; Chang, Guida & Still, 1989; Ferguson et 
al., 1992; Rocha et al., 1998; De Almeida, 2000). It is important to mention the pioneering 
work of Hendrickson (Hendrickson, 1964), who reported nine conformations of cyclooctane 
belonging to three families; CROWN, boat-chair (BC) and boat-boat (BB), concluding that 
cyclooctane will form a very mobile conformational mixture at ordinary temperature in the 
gas phase. Almenningen et al. (Almenningen, Bastiansen & Jensen, 1966), in a subsequent 
electron diffraction study of cyclooctane in the gas phase at 40°C, gave support to 
Hendrickson’s conclusion. At the same time, X-ray studies of cyclooctane derivatives 
showed that in the crystal the BC conformer is certainly preferred (Dobler, Dunitz & 
Mugnoli, 1966; Burgi & Dunitz, 1968; Srinivasan & Srikrishnan, 1971). Later, various studies 
(Anet & Basus, 1973; Meiboom, Hewitt & Luz, 1977; Pakes, Rounds & Strauss, 1981; 
Dorofeeva et al., 1985, 1990) indicated the exclusive or predominant existence of the BC form 
of the cyclooctane in the liquid and gas phase.  
In this Section we discuss the gas phase conformational analysis of cyclooctane, including 
the BC and CROWN forms (see Figure 8). We show that the role played by the entropic 
contribution to the energy balance, which defines the preferable conformer, is very sensitive 
to the presence of low vibrational modes and the level of calculation used for its 
determination. 
The calculated dihedral angles for the BC form of the cyclooctane molecule, are given in 
Table 7. There is a good agreement for all ab initio and DFT values, being the maximum 
deviation of ca. 2°. Since the cc-pVDZ basis set is believed to be more appropriated for 
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correlated ab initio calculations we take the MP2/cc-pVDZ as our best level for geometry 
optimization. Therefore, it can be seen that electron diffraction dihedral angle values 
reported for the BC conformer agree with our best theoretical result within ca. 2°. The 
corresponding X-ray data from (Egmond & Romers, 1969) show also a close agreement with 
our MP2/cc-pVDZ optimized values. The B3LYP dihedral angles are in good agreement 
with the MP2 ones, being also quite similar to the HF/6-31G(d,p) ones. From the results 
reported in Table 7 it can be seen that the calculated HF/6-31G(d,p) dihedral angles agree 
with the MP2/cc-pVDZ optimized values by ca. 1°, showing that, indeed, it is not necessary 
a high correlated level of theory for a satisfactory prediction of equilibrium structures. A 
similar behavior was found for cycloheptane as shown in the previous Section. 
 

 
                                   (a)  BC        (b) CROWN 
Fig. 8. MP2 fully optimized structures of the BC (a)  and CROWN (b)  conformers of 
cyclooctane. The numbering scheme is included in the Figure 8a. 

As already mentioned, statistical thermodynamics can be used to calculate temperature-
dependent quantities, using equilibrium structures and harmonic frequencies evaluated 
from quantum mechanical calculations, which in turn are employed in the generation of 
partition functions. However, the occurrence of low frequency modes that may represent 
hindered internal rotation, can cause significant errors when the harmonic approximation is 
used for the calculation of partition functions. For the case of cyclic molecules featuring 
rings bigger than six-member, as the cyclooctane, the situation is more complicated and 
treating the internal rotation modes is still a big challenge. Therefore, as discussed in the 
previous Section, we decided just to remove the low frequency internal rotational modes 
from the calculations of the partition functions, minimizing the error of using the harmonic 
approximation for generating vibration partition functions. By comparing the 
conformational population calculated using vibrational partition functions neglecting the 
low frequency torsion modes contribution with the experimental predictions we can assess 
the validity of our assumption.  
The results for the thermodynamic analysis, eliminating the low frequency modes from the 
evaluation of the vibrational partition function, are reported in Table 8, along with the 
thermal data evaluated considering all 3N-6 harmonic frequency values. It can be seen that 
the agreement with experiment is much more uniform after the internal rotation modes are 
excluded from the partition functions for the calculation of the thermal correction. If the low 
frequency modes are not removed from the thermodynamic analysis a rather non-uniform 
behavior is predicted. 
So, it can be concluded that the low frequency modes, which may be internal rotation 
modes, have to be treated separately or at least removed. Zero point energy corrections 
 and entropy term (−ܶܵ) contributions to the (௧ܧ) internal thermal energy ,(ܧܼܲ߂)
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thermal energies (்ܩ) for the BC and CROWN conformers (BC→CROWN 
interconversion process) for T=298 K are reported in Table 9. The second and third 
columns of Table 9 contain the values calculated using the harmonic oscillator partition 
function including all 3N–6 normal modes. In the last two columns of Table 9 are reported 
the corresponding values obtained by neglecting the low frequency torsion modes in the 
evaluation of the partition functions. It can be seen that the average deviation for the two 
sets of calculation (using all 3N-6 frequencies and omitting the low frequency torsion 
modes), obtained by subtracting the values from columns four and two, and columns five 
and three, respectively, is ca. 0.2 kcal mol-1 for ܧ௧ and ca. 2 kcal mol-1 (MP2 value) for 
the ܶܵ term. Therefore, the largest effect of the low frequency torsion modes is in the 
evaluation of the entropy term, which can have a significant effect on the calculation of 
conformational populations. 
 

 D1 D2 D3 D4 
HF/6-31G(d,p) -65.6 65.6 -99.6 43.6 

B3LYP/6-31G(d,p) -65.2 65.2 -99.6 43.7 
B3LYP/6-311G(d,p) -65.2 65.2 -99.7 43.7 

MP2/6-31G(d,p) -65.2 65.2 -100.7 44.4 
MP2/cc-pVDZ -64.8 64.8 -100.9 44.5 

MP2/6-311G(d,p) -64.8 64.8 -101.1 44.5 
Expt. a -63.1 63.1 -98.4 42.0 

X-Ray 
-70.3 b 

(-60.3)c 

70.8 b 

(62.6)c 

-105.9 b 

(-100.0)c 

46.8 b 

(40.9)c 

 D5 D6 D7 D8 
HF/6-31G(d,p) 63.9 -63.9 -44.6 99.6 

B3LYP/6-31G(d,p) 64.1 -64.1 -43.7 99.6 
B3LYP/6-311G(d,p) 64.1 -64.1 -43.7 99.7 

MP2/6-31G(d,p) 64.9 -64.9 44.3 100.7 
MP2/cc-pVDZ 65.1 -65.1 -44.5 100.9 

MP2/6-311G(d,p) 65.4 -65.4 -44.5 101.1 
Expt. a 68.3 -68.3 -42.0 98.4 

X-Ray 
62.0 b 

(67.5)c 

-63.0 b 

(-62.2)c 

-43.4 b 

(-48.2)c 

100.9b 

(100.6)c 

aElectron diffraction results from (Almenningen, Bastiansen & Jensen, 1966). bSee (Dobler, Dunitz & 
Mugnoli, 1966). cSee (Egmond & Romers, 1969).  

Table 7. Dihedral angles (Di in degrees) for the BC form of the cyclooctane molecule. D1=C1-
C2-C3-C4, D2=C2-C3-C4-C5, D3=C3-C4-C5-C6, D4=C4-C5-C6-C7, D5=C5-C6-C7-C8, D6=C6-C7-C8-
C1, D7=C7-C8-C1-C2, D8=C8-C1-C2-C3. 

To ease the analysis of the performance of theoretical methods for calculating population 
values for cyclooctane, Figure 9 shows DFT, MP2 and MP4(SDTQ) results for the 
temperature of 332 K, corresponding to the experimental gas phase electron diffraction 
condition, along with the corresponding experimental data, in the range of 91 to 98% of BC 
conformer.  
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T = 298.15 K, p = 1atm ܧି௨ 
[%BC] ்ܩ ܩு்ை ்ܩ ܩு்ை 

%BCHO 
[%BC] 

Full Geometry  
Optimization 

      

HF/6-31G(d,p) 0.49 [69] -1.56 -0.18 -1.07 0.31 64 [14] 
HF/6-311G(d,p) 0.37 [65] -1.43 -0.20 -1.06 0.17 58 [14] 
B3LYP/6-31G(d,p) 0.32 [63] -0.82 -0.037 -0.499 0.29 64 [30] 
B3LYP/6-311G(d,p) 0.34 [64] -0.77 -0.01 -0.433 0.33 65 [32] 
BLYP/6-31G(d,p) -0.09 [46] -0.65 -0.017 -0.740 -0.108 45 [25] 
BLYP/6-311G(d,p) -0.06 [48] -0.66 -0.03 -0.711 -0.086 46 [23] 
MP2/6-31G(d,p) 2.31 [98] -2.44 -0.20 -0.138 2.11 97 [44] 
MP2/cc-pVDZ 2.25 [98] -2.10 -0.18 0.154 2.07 97 [56] 
MP2/6-311G(d,p) 2.59 [99] -2.45 -0.26 0.143 2.33 98 [96] 
       
Experimental data +     1.39/2.20 91-98 

Single Point Energy       

CCSD//MP2/cc-pVDZ 1.61 [94] -2.10 -0.18 -0.49 1.43 92 [30] 
MP4//MP2/cc-pVDZ 1.67 [94] -2.10 -0.18 -0.43 1.49 93 [33] 
MP4/cc-pVDZ//HF/631G(d,p) 1.57 [93] -1.56 -0.18 0.01 1.39 91 [50] 

+Experimentally, at the temperature of 59°C (332 K), and also room temperature, the boat-chair is either 
the exclusive or at least the strongly predominant form in the gas phase (See Dorofeeva et al., 1985). 
ܧ	correction is included in ܧ௧.  
Table 8. Energy differences (ܧି௨), thermal energies (்ܩ) and the corresponding 
values corrected for errors due to internal rotations (ܩு்ை), Gibbs free energy differences 
(ܩ) and the values corrected for internal rotation (ܩுை) and Gibbs populations (values 
calculated using 3N-6 normal modes as harmonic oscillators are in brackets). The Boltzmann 
populations are given in brackets in the second column. All energy values are in units of 
kcal mol-1. 

A result that calls our attention is the bad performance of the B3LYP and BLYP DFT 
functionals for predicting the relative conformational population of the BC and CROWN 
conformers of cyclooctane. The B3LYP functional (and also calculations with other 
functional not reported here) produces a very poor result.  It can be clearly seen that the 
problem is in the evaluation of the electronic energy term (ܧି௨), with the B3LYP 
thermal correction being at least reasonable. The B3LYP functional underestimates the 
electronic plus nuclear repulsion energy difference between the CROWN and BC 
conformers by more than 1 kcal mol-1, which causes a remarkable effect on the 
conformational population evaluated with the exponential Gibbs free energy. It is hard to 
say if this is a particular misbehavior for the specific case of cyclooctane molecule or maybe 
other macrocyclic systems. 
It is informative to access explicitly how an uncertainty in the ܩ value can influence the 
calculation of the conformational population. The relative conformational population 
corresponding to the BC→CROWN interconversion process is evaluated with the equilibrium 
constant calculated with the well-known equation given below (Eqs. 18,19), where [BC] and 
[CROWN] are respectively the concentrations of the BC and CROWN conformers. 
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ܧܼܲ߂  ܧ௧ −ܶܵ ܧ௧ைு −ܶܵுை	
HF/6-31G(d,p) -0.57 -0.29 -1.26 -0.13 -0.05 
HF/6-311G(d,p) -0.55 -0.30 -1.13 -0.14 -0.06 
HF/6-311++G(d,p) -0.53 -0.27 -1.18 -0.11 -0.16 
MP2/6-31G(d,p) -0.72 -0.34 -2.11 -0.14 -0.06 
MP2/cc-pVDZ -0.65 -0.31 -1.79 -0.13 -0.05 
MP2/6-311G(d,p) -0.77 -0.40 -2.05 -0.20 -0.06 
B3LYP/6-31G(d,p) -0.28 -0.12 -0.699 0.003 -0.040 
B3LYP/6-311G(d,p) -0.25 -0.10 -0.669 0.03 -0.04 

All energy values are in units of kcal mol-1. The values were calculated using the harmonic 
approximation for the generation of the thermodynamical partition functions for all vibrational modes 
including the low frequency modes and also, neglecting the low frequency torsion modes (HO 
approach). 

Table 9. Zero-point energy corrections (ܧܼܲ߂), internal thermal energy (ܧ௧) and entropy 
term (−ܶܵ) contributions to the thermal energies for the BC and CROWN conformers 
(BC→CROWN interconversion process, T=298 K, p=1atm). 
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Fig. 9. Population for BC conformer of cyclooctane (BC→CROWN equilibrium process) at 
T=332K. The MP4(SDTQ) value was calculated using the MP2/6-311G(d,p) thermal 
correction. 

 ܩ = ோைௐேܩ ܩ	−                                             (18) 

ܭ  = [ோைௐே][] = exp	(− ீோ்)        (19) 
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The BC population can be obtained through the equation below keeping in mind that 
[BC]+[CROWN]=1. 

[ܥܤ]  = ଵଵାୣ୶୮	(ିಸೃ)  (20) 

Let us assume that the Gibbs free energy value is estimated to a precision of ±d kcal mol-1. 
Then the exponential factor in Eq. (20) will be: 

exp ൬−ܴܶܩ  ܴ݀ܶ ൰ = exp	( ܴ݀ܶ ) × exp ൬−ܴܶܩ൰ 

Then from Eq. (20), 

[ܥܤ]  = ଵଵା±ୣ୶୮	(ିಸೃ) ݂ = exp	(ௗோ்)         (21) 

Depending on the + or – sign used for d (named d+ or d–) we have two possibilities for the 
value of the pre-exponential factor: f+ or f–, leading to two distinct conformational 
populations named, %BC(f+) and %BC(f-). From Eq. (21) it can be seen that the accuracy of 
the %BC value depend on the quality of ܩ and also the uncertainty in its evaluation d (or 
factor, f+ and f–). Assuming T = 298.15 K just for comparison, for low values of ܩ a very 
small uncertainty (less than 0.1 kcal mol-1) is required to produce acceptable variations in the 
population. For ܩ higher than 3 kcal mol-1 an uncertainty of ca. 1 kcal mol-1 does not cause 
significant variations. However, for intermediate values of ܩ as is the case of the 
cycloalkanes molecule, care is needed and a high correlated level of calculation is needed for 
evaluating Gibbs free energies, if trustable conformational populations is desired. Then, it 
can be anticipated that a quite reliable value of Gibbs free energy difference would be 
required to calculate accurate conformational population values (having an average 
uncertainty of ±1%), for ܩ around 2 kcal mol-1 (as in the cyclooctane case). It can be seen 
that there is an inevitable compromise between the uncertainty d and ܩ, that is, smaller is 
the value of ܩ smaller should be d, in order to reach reliable predictions of conformational 
populations.  
In the light of the comments of last paragraph we are inclined to affirm that for the 
cyclooctane molecule in the gas phase, the most trustable conformational population data 
available is the CCSD/cc-pVDZ result (or MP4(SDQ)/cc-pVDZ that differs only in 1%), that 
is 92% of BC and 8% of CROWN, at room temperature, with thermal corrections evaluated 
at the MP2 level and neglecting the low frequency torsion modes. These results are in good 
agreement with the experimental predictions of Dorofeeva et al. (Dorofeeva et al., 1985), 
which reported the population of BC to be in a range of 91–98%, at 332 K. There is indeed a 
contribution of ca. 8% of the CROWN form in the conformational mixture at 298 K. If the 
temperature is raised to 59°C (332 K), as in the experiment of Dorofeeva et al. (Dorofeeva et 
al., 1985), the percentage of the CROWN structure would increase to ca. 10% (CCSD/cc-
pVDZ//MP2/cc-pVDZ value) and might well be detectable in the electron diffraction gas 
phase experiment. Therefore, the lower limit for the percentage of BC (91%) that was 
reported by Dorofeeva et al. (Dorofeeva et al., 1985) is definitively their best value, not the 
upper limit of 98%.  
Lastly, we aim to call the attention of people working on conformational analysis studies to 
the important problem of adding thermal corrections to the calculated relative energy values 
and also to the role played by the low frequency modes for the calculation of the thermal 
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energy corrections. We are not affirming here that the behavior observed for the cyclooctane 
molecule would be necessarily the same for other molecular systems. However, we should 
be alert to the fact that the use of the harmonic oscillator partition function to treat low 
frequency vibrational modes, that may be internal rotation modes, can lead to wrong 
predictions, and the simple approach that we used for cyclooctane may be a way out to 
obtain more trustable relative Gibbs free energy values. By using a high correlated ab initio 
level of theory with a reasonable basis set for calculating the electronic contribution to the 
total Gibbs free energy we eliminated the possibility of cancellation of errors in the ab initio 
electronic structure calculation. As we performed a systematic investigation our nice 
agreement with experiment cannot be viewed as just a lucky circumstance. Unfortunately 
there are not many accurate experimental gas phase conformational relative energy data 
available in the literature for comparison and we have to rely on theoretical highly 
correlated ab initio data. 

4.3 Cyclononane 
The literature  with the focus on the conformational analysis of cyclononane is also substantial 
(Hendrickson, 1961; Hendrickson, 1967b; Anet & Krane, 1980; Kolossvary & Guida, 1993; 
Weinberg & Wolfe, 1994; Wiberg, 2003). Anet and Krane (Anet & Krane, 1980) carefully 
analyzed the conformational distribution of cyclononane as a function of the temperature 
using dynamic NMR spectroscopy and found two major forms in the equilibrium mixture 
(named TBC and TCB) with a third conformer (TCC) present on a small amount at higher 
temperature. More recently Wiberg (Wiberg, 2003) used quantum-mechanical methods to 
obtain structure and energy for this molecule with the MP2 prediction found in qualitative 
agreement with the experimental proposal (Anet & Krane, 1980). In our recent paper (Franco 
et al., 2007), eight distinct minimum energy conformers were located on the gas phase MP2/6-
31G(d,p) PES, with the main structures shown in Figure 10. The first two isomers (TBC and 
TCB) were proposed in the pioneer works of Hendrickson (Hendrickson, 1961; Hendrickson, 
1967a, 1967b), and Anet and Krane (Anet & Krane, 1980) described later the so called TCC (and 
also C1) structure. The conformation M4 (and also M6 and M7) has been found by Wiberg 
(Wiberg, 2003) in a theoretical ab initio analysis. The structure M8 was proposed by our group 
and represents a higher energy minimum point on the PES at the MP2 level. Experimentally, 
the conformational analysis was done by dynamic 13C NMR at a broad range of temperature 
from -173 to -70°C (Anet & Krane, 1980). The measurements were carried out in solution of a 
solvent mixture of CHFCl2 and vinyl chloride (1:2) using TMS (tetramethylsylane) as internal 
reference. The distribution of conformers in the equilibrium was obtained by fitting to a 
theoretical model, depending on chemical shift, conformational population and 
interconversion rate constant, to the experimental line shape.  
The calculated relative energies (ܧି௨) are given in Table 10 where the TBC form was 
taken as reference. It can be seen from Table 10 that the HF and B3LYP relative energies are 
virtually the same, what has also been observed by Wiberg (Wiberg, 2003). At these levels of 
theory the TCB isomer was found to be the global minimum with the TBC only 0.1 kcal mol-

1 higher in energy. The MPn methods predict the TBC form as the most stable in gas phase 
with the MP4 values found to be very close to the MP2 one. The DFT relative energies 
exhibit a sizeable disagreement with the MPn values, with the B3LYP and BLYP functionals 
exhibiting the poorest accordance with the MP2 and MP4 energies. The B3P86/6-31G(d,p) 
and PBE1PBE/6-31G(d,p) values show the smallest deviation, however being still far away 
from the post-HF description of the relative energy values. 
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                         (a) TBC   (b) TCB   
 

 
                         (c) TCC  (d) M4   

Fig. 10. MP2/6-31G(d,p) fully optimized geometries for the main conformers of cyclononane 
(TBC, TCB, TCC and M4). 

The thermodynamic properties for the four main minimum conformers, TBC, TCB, TCC and 
M4, are reported in Table 11 as calculated at distinct temperatures for what experimental 
data are available (Anet & Krane, 1980). All thermal corrections (்ܩ) calculations were 
done using the MP2/6-31G(d,p) structural parameters and harmonic frequencies, for the 
calculation of the enthalpic and entropic terms, including all 3N-6 normal modes in the 
evaluation of the vibrational partition function. 
 

 TBC TCB TCC M4 C1 M6 M7 M8 
HF/6-31G(d,p) 0.0 -0.10 1.17 - 3.3 - 10.2 - 
B3LYP/6-31G(d,p) 0.0 -0.08 1.34 - 3.29 - 10.3 - 
BLYP/6-31G(d,p) 0.0 -0.39 1.10      
BP86/6-31G(d,p) 0.0 0.19 1.62      
B3P86/6-31G(d,p) 0.0 0.43 1.80      
PW91/6-31G(d,p) 0.0 0.19 1.65      
PBE1PBE/6-31G(d,p) 0.0 0.48 1.80      
MP2/6-31G(d,p) 0.0 1.16 2.49 3.88 3.92 7.16 11.3 10.2 
MP4(SDQ)/6-31G(d,p)// 
        MP2/6-31G(d.p) 0.0 0.84 2.07 3.55 3.72 6.87 11.01 9.92 

MP4(SDTQ)/6-31G(d,p)// 
        MP2/6-31G(d,p) 0.0 1.00 2.28 3.68 3.75 6.88 10.99 9.94 

aFrom (Anet & Krane, 1980).  

Table 10. Relative energies (in kcal mol-1) calculated for the distinct minimum conformers of 
cyclononane. 



 
Thermodynamics – Kinetics of Dynamic Systems 

 

46

 T=100.15K T=128.15K T=178.15K T=298.15K 
TBC 0.0[0.0] 

94.1%[95%] 
0.0[0.0] 

87.6%[88%] 
0.0 

74.9% 
0.0 

52.1%[40%] 
     

TCB 0.5497[0.6] 
5.9%[5%] 

0.4997[0.5] 
12.3%[12%] 

0.3975 
24.4% 

0.1217 
42.4%[50%] 

     

TCC 1.7699 
0.0% 

1.7307 
0.1% 

1.6440[1.6] 
0.7%[1%] 

1.3946 
5.0%[10%] 

     

M4 3.1949 
0.0% 

3.1507 
0.0% 

3.0555 
0.0% 

2.7869 
0.5% 

Table 11. Relative Gibbs free energy (ܩ), obtained using all 3N-6 normal modes for the 
evaluation of the vibrational partition function, for the four main conformations of 
cyclononane molecule calculated at MP4(SDTQ)/6-31G(d,p)//MP2/6-31G(d,p) level 
(values in kcal mol-1). The Gibbs population is also given with the experimental data in 
brackets. 

At 100.15 K the experimental data were assigned to the TBC major form and a small amount of 
a second conformer. The analysis was rationalized by postulating a simple conformational 
mixture with the TBC→TCB equilibrium being established and strongly shifted to the TBC 
isomer (95%) (Anet & Krane, 1980). Our MP4 results are in excellent agreement with this 
proposal with the Gibbs population calculated to be 94.1% (TBC) and 5.9% (TCB). Rising the 
temperature to 128.15 K the experimental analysis showed the population distribution equal to 
88% for the major conformation (TBC) and 12% for the minor form (TCB). The theoretical 
results gave 87.6, 12.4 and 0.1% for TBC, TCB and TCC, respectively supporting the 
experimental findings. At 178.15 K the TCC form was observed at small amount, 1.0±0.5% 
(Anet & Krane, 1980). The theoretical determination gives 0.7% for TCC with the TBC→TCB 
equilibrium being slightly shifted toward the TCB species, which is present in the medium on 
a relative population of 24.4%. At room temperature a rough experimental estimation of the 
conformational population was made with the aid of MM structural and energy data, i.e., 40% 
of TBC, 50% of TCB and 10% of TCC. The theoretical results obtained at MP4(SDTQ)/6-
31G(d,p)//MP2/6-31G(d,p) showed the following values: 52.1% of TBC, 42.4% of TCB, 5% of 
TCC and 0.5% of M4, in nice agreement with the experimental estimation, but with the TBC 
structure still found to be the global minimum. These comparisons are better summarized in 
Figure 11, which shows the Gibbs conformational population for the four relevant conformers 
of cyclononane as a function of the temperature, along with the available experimental data. 
The apparent disagreement between our theoretical and experimental populations at room 
temperature regarding to the TBC→TCB equilibrium position is certainly due to the fact that 
the experimental population at this temperature was not directly based on the NMR data, but 
a rough extrapolation (Anet & Krane, 1980). By looking at Figure 11a, where the 
MP4(SDTQ)/6-31G(d,p)//MP2/6-31G(d,p) Gibbs conformational population for the four 
relevant conformers of cyclononane is represented as a function of the temperature 
considering all 3N-6 harmonic frequencies, we can clearly see that in the region where the 
NMR spectrum was recorded (100-180K), the theoretical and experimental predictions are in 
excellent agreement. In Figure 11b the common sense of increasing the population of 
conformers having higher energy as the temperature raise is observed, with the equilibrium 
being shifted to TCB just above room temperature. 
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      (a)                                                                                 (b) 

Fig. 11. MP4(SDTQ)/6-31G(d,p)//MP2/6-31G(d,p) Gibbs population for the four most 
relevant conformers of cyclononane as a function of the temperature. (a) All 3N-6 normal 
modes included in the evaluation of the vibrational partition function (available 
experimental data are also shown). (b) Calculated values, using the 3N-6 normal modes, on 
the range of 100-1073K are included.  

The effect of the low frequency modes on the calculation of conformational population 
values is shown in Figure 12, where MP4(SDTQ)/6-31G(d,p)//MP2/6-31G(d,p) 
conformational population data evaluated at various temperatures are reported. In Figure 
12 experimental values and theoretical results calculated including all 3N-6 normal modes 
and also excluding the low frequency modes from the evaluation of the vibrational partition 
function (HO approach) are given. It can be promptly seen the best agreement with 
experimental population data is obtained using all 3N-6 normal modes for the 
determination of the thermal correction, quite different from the behavior found for 
cycloheptane and cyclooctane discussed in the previous Sections. 
To illustrate the dependence of thermodynamic quantities with the temperature Figure 13 
shows the vibrational internal energy and entropy contributions to the thermal energy as a 
function of the temperature considering all 3N-6 normal modes and excluding the low 
frequency modes from the evaluation of the vibrational partition function. It can be easily 
seen that only the low frequency modes contributions are affected by the increase in the 
temperature. 

4.4 Cyclodecane 
Cyclodecane has considerably more conformational flexibility (Hendrickson, 1964; Eliel et 
al., 1965; Almenningen, Bastiansen & Jensen, 1966; Rounds & Strauss, 1978; Dobler, Dunitz 
& Mugnoli, 1966; Burgi & Dunitz, 1968; Egmond & Romers, 1969; Srinivasan & Srikrishnan, 
1971; Anet & Basus, 1973; Anet, 1974; Meiboom, Hewitt & Luz, 1977; Pakes, Rounds & 
Strauss, 1981; Burkert, 1982; Brecknell, Raber & Ferguson, 1985; Saunders, 1987; Lipton & 
Still, 1988; Chang, Guida & Still, 1989; Dorofeeva et al., 1990; Ferguson et al., 1992; 
Kolossvary & Guida, 1993; Weinberg & Wolfe, 1994; Wiberg, 2003) than the smaller C7–C9 
cycloalkanes discussed in the previous Sections. The structures of the lower-energy 
conformations have been studied via electron diffraction (Hilderbrandt, Wieser & 
Montgomery, 1973), X-ray crystallography (Shenhav & Schaeffer, 1981) and dynamic NMR 
spectroscopy (Pawar et al., 1998). The boat-chair-boat (BCB) conformation for the  
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Fig. 12. MP4(SDTQ)/6-31G(d,p)//MP2/6-31G(d,p) conformational population data for 
cyclononane evaluated at various temperatures. Experimental values and theoretical results 
calculated including all 3N-6 normal modes and also excluding the low frequency modes 
from the evaluation of the vibrational partition function (HO approach) are shown. 
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                                       (a)                                                                  (b) 

Fig. 13. MP2/6-31G(d,p) thermodynamic quantities (ܧ௧,௩, Tܵ௩,	in units of kcal mol-1) 
as a function of the temperature. (a) All 3N-6 normal modes included in the evaluation of 
the vibration partition function. (b) Low frequency modes excluded from the calculations. 

cyclodecane has been found in the solid state by X-ray diffraction (Shenhav & Schaeffer, 
1981) near 173 K and assigned as the most stable form. 
The low-temperature 13C NMR spectra of cyclodecane showed a minor presence of a 
conformation assigned to the twist-boat-chair–chair (TBCC), besides the expected boat-
chair-boat (BCB) conformer (Pawar et al., 1998)].  A conformational distribution having 
89.6%, 5.2% and 5.2% of BCB, TBC and TBCC conformations, respectively was proposed by 
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Pawar and collaborators (Pawar et al., 1998) for cyclodecane based on the analysis of 
dynamic NMR spectroscopy carried out at 127.05 K and theoretical calculations using ab 
initio level of theory. Cyclodecane has also been studied in the gas phase at 403.15 K by 
means of a combination of electron diffraction and MM calculations (Hilderbrandt, Wieser 
& Montgomery, 1973). In this case, least square analysis of the experimental radial 
distribution curve, utilizing the theoretical predictions for the four lowest-energy 
conformations, indicated a more complex equilibrium composition: BCB, 49±3%, TBC, 
35±3%, TBCC, 8±4 and BCC, 8±4%. In the present Section we discuss an accurate analysis of 
the thermodynamic properties and conformational populations in order to assess the 
influence of the low frequency vibrational modes on the calculation of thermodynamic 
quantities as a function of temperature for the cyclodecane molecule. 
Among all possible conformers, 15 true minima were located on the PES (named S1, S2, . . . , 
S15), with the boat-chair-boat, BCB (S1), being the lowest energy structure, and 
characterized through harmonic frequency analysis. In Table 12, relative energies are shown 
for all conformers obtained from HF, B3LYP and MP2 levels of theory. As can be seen from 
Table 12, the conformations S1, S2, S3, S4 and S5, also called BCB, TBCC, TBC, BCC and 
TCCC, respectively, were found as the more stable forms, with relative energies within 3 
kcal mol−1. Based on these results, we can assume that only these five conformations are 
present in the equilibrium in significant amounts. The structures of the main conformers are 
depicted in Figure 14. 
 

 ࢉ࢛ିࢋࢋࡱ 
 HF/6-31G(d,p) B3LYP/6-31G(d,p) MP2/6-31G(d,p) 
S1 (BCB) 0.00 0.00 0.00 
S2 (TBCC) 1.04 1.24 1.22 
S3 (TBC) 0.92 0.93 1.06 
S4 (BCC) 2.38 2.46 2.18 
S5 (TCCC) 2.64 3.09 2.54 
S6 3.15 3.23 3.54 
S7 4.30 4.10 4.84 
S8 4.08 3.80 4.54 
S9 4.56 4.22 5.03 
S10 4.64 4.43 5.65 
S11 5.21 5.11 6.30 
S12 6.78 6.61 6.89 
S13 6.99 7.02 7.94 
S14 10.94 9.01 11.23 
S15 19.23 17.47 19.45 

Table 12. Relative energies (ܧି௨ in kcal mol-1) for distinct minimum energy conformers 
of cyclodecane 

With the aim to describe the effect of electronic correlation on the relative energy, we carried 
out single point calculations at the MP4(SDTQ) and CCSD(T) levels, using MP2/6-31G(d,p) 
geometries. The results are given in Table 13, where the double slashes indicate a single 
point energy calculation at the geometry specified after the slash. As can be seen in Table 13, 
the energy variation observed at the MP2/6-31G(d,p), MP4(SDTQ)/6-31G(d,p) and 
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CCSD(T)/6-31G(d,p) calculations was smaller than 0.1 kcal mol-1. Thus, we can conclude 
that the electron correlation effect accounted for at the MP2 level is satisfactory for the 
description of cyclodecane. A variety of DFT-based methods were also tested, including 
BLYP, PW91 and BP86 GGA functionals and the B3LYP, B3P86 and PBE1PBE hybrid 
functionals employing the 6-31G(d,p) basis set (see Table 13). Analyzing these results and 
having as reference the MP2/6-31G(d,p) values, it was observed that all functionals provide 
satisfactory relative energies, with the B3P86 and PBE1PBE functionals giving the best 
agreement with MP2 data. Therefore, the DFT approaches can be viewed as a feasible 
alternative for studying larger cycloalkanes where MP2 and higher post-HF calculations are 
computationally prohibitive. 
 

       
(a) BCB                                    (b) TBCC                                 (c) TBC 

Fig. 14. MP2/6-31G(d,p) fully optimized geometries for the main conformations of the 
cyclodecane molecule. (a) BCB   (b) TBCC   (c) TBC 

 
 ࢉ࢛ିࢉࢋࢋࡱ
 BCB TBC TBCC BCC TCCC 
MP2/6-31G(d,p) 0.00 1.06 1.22 2.18 2.54 
MP4(SDQ)/6-31G(d,p)// 
    MP2/6-31G(d,p) 0.00 1.00 1.14 2.20 2.48 

MP4(SDQT)/6-31G(d,p)// 
    MP2/6-31G(d,p) 0.00 1.03 1.19 2.17 2.50 

CCSD/ 6-31G(d,p)//  
    MP2/6-31G(d,p) 0.00 1.00 1.10 2.17 2.42 

CCSD(T)/ 6-31G(d,p)//  
    MP2/6-31G(d,p) 0.00 1.01 1.14 2.14 2.44 

BLYP/6-31G(d,p) 0.00 0.90 1.29 2.46 3.19 
B3LYP/6-31G(d,p) 0.00 0.93 1.24 2.46 3.09 
BP86/6-31G(d,p) 0.00 0.96 1.25 2.41 3.07 
PW91PW91/6-31G(d,p) 0.00 0.96 1.28 2.44 3.15 
PBE1PBE/6-31G(d,p) 0.00 0.96 1.18 2.35 2.87 

Table 13. Electronic plus nuclear relative energies (ܧି௨ in kcal mol-1) calculated for the 
main conformers of cyclodecane molecule. 

The effect of the quality of the basis set on the MP2 relative energies for the five main 
cyclodecane conformations was also investigated. In Figure 15, the relative energies for the 
four equilibrium processes (BCB→TBCC, BCB→TBC, BCB→BCC and BCB→TCCC) are 
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plotted as a function of distinct basis sets. It is noted that the relative energies are more 
sensitive to the basis set than to the electron correlation effect (see Table 13). The basis-set 
effect is more pronounced for the equilibrium involving the lower-energy conformers, for 
which ܧି௨ values are within 1 kcal mol-1. The TBC isomer is more stable than TBCC at 
lower levels of theory (MP2/6-31G(d,p)), and  the enhancement of basis set up to  
6-311+G(d,p) changes the stability order,  with the TBCC found as more stable. Further 
improvement of the basis set with inclusion of two sets of polarization functions  
(MP2/6-311++G(2d,2p)) predicts both forms as being almost degenerate. These calculations 
revealed the importance of using extended basis sets (triple-zeta) with diffuse functions, 
which improves significantly the description of the electronic plus nuclear-nuclear repulsion 
energy. 
Conformational analysis for cyclodecane was performed, with the CCSD(T)/6-31G(d,p)// 
MP2/6-31G(d,p) results reported in Table 14 at distinct temperatures in which experimental 
data are available. The Gibbs populations calculated at the MP2/6-311G(d,p) level predicted 
the population of TBCC slightly higher than TBC, respectively 4% and 2% at T = 102.05 K.  
As in the previous sections the thermal correction term (்ܩ߂), necessary for the calculation 
of thermodynamic quantities, was also partitioned into two contributions: non-harmonic 
(NHO) and harmonic (HO), differing by whether the low frequency modes are included or 
not, respectively. The total thermal correction corresponds to the sum of these two 
contributions. Therefore, the Gibbs free energy can be evaluated using all 3N-6 normal 
modes (ܩ) or ignoring the low frequency modes that corresponds to the inclusion of only 
the harmonic contribution (ܩ߂ுை), neglecting the ܩ߂ே்ுை term. 
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Fig. 15. Variation of the relative energy for the main conformers of cyclodecane as a function 
of the basis set. The BCB form was taken as reference.  Basis set: 1: 6-31G(d,p);  
2: 6-311G(d,p); 3: 6-31++G(d,p); 4: 6-311+G(d,p); 5: 6-311G(2d,2p); 6: 6-311++G(2d.2p). 

The CCSD(T)/6-31G(d,p)//MP2/6-31G(d,p) population for the main conformers are 
summarized in Figure 16a, evaluated at various temperatures. Experimental values and 
theoretical results calculated including all 3N-6 normal modes and also excluding the low 
frequency modes from the evaluation of the vibrational partition function (HO approach) are 
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shown. It can be seen that in the case of cyclodecane the low frequency modes do not play a 
major role as in the case of cyclooctane, and so similar agreement with experiment is obtained 
excluding or not the low frequency modes from the evaluation of the vibrational partition 
function. As can be observed in Table 14, the thermal energy contribution due to the low 
frequency modes (ܩ߂ே்ுை) is small, leading to a maximum variation of ~2% in the 
conformational population. The variation of the conformational population as a function of the 
temperature is shown in Figure 16b. A similar pattern obtained previously for cyclononane is 
observed, however, at higher temperatures conformer BCB is the predominant. 
 

 T=102.05K T=127.05K T=403.15K 

 ܩ ܩுை popb ܩ ܩுை popb ܩ ܩுை popb 

BCB 
0.00 

(97%) 
0.00 

(97%) 
 

95% 
0.00 

(92%) 

0.00 
(91%) 

 
90% 

0.00 
(41%) 

0.00 
(43%) 

 
49±3% 

TBC 
0.81 
(2%) 

0.80 
(2%) 

 
3% 

0.78 
(4%) 

0.75 
(5%) 

 
5.% 

0.40 
(25%) 

0.43 
(25%) 

 
35±3% 

TBCC 
0.87 
(1%) 

0.92 
(1%) 

 
3% 

0.83 
(3%) 

0.79 
(4%) 

 
5% 

0.36 
(26%) 

0.51 
(23%) 

 
8±4% 

BCC 
1.96 
(0%) 

1.96 
(0%) 

 
1.92 
(0%) 

1.87 
(0%) 

 
1.51 
(6%) 

1.54 
(6%) 

 
8±4% 

TCCC 2.30 
(0%) 

2.38 
(0%) 

 
2.30 
(0%) 

2.26 
(0%) 

 
2.19 
(3%) 

2.24 
(3%) 

 

aGibbs population from CCSD(T)/6-31G(d,p)//MP2/6-31G(d,p) given in parenthesis. 
bValues from  (Pawar et al., 1998). cValues from (Hilderbrandt, Wieser & Montgomery, 
1973). These are rough estimates using empirical MM data (not genuinely from 
spectroscopic analysis). 

Table 14. Relative Gibbs free energy (ܩ) for the five main conformations of cyclodecane 
molecule calculated at CCSD(T)/6-31G(d,p)//MP2/6-31G(d,p) (values in kcal mol-1) level at 
distinct temperaturesa. 

Another important factor to be taken into account in the evaluation of the Gibbs free 
energy is the multiplicity (m) for each form present in the equilibrium mixture. This is the 
number of ways of realizing each type of conformation and can be different from unity. 
Thus the ܩ should be corrected for the additional term – ܴ݈ܶ݊( ݉/݉), with mj and mi 
being the multiplicity for the isomers j and i respectively. According to Pawar (Pawar et 
al., 1998), it is necessary to assign a statistical weight of 2 to the free energies of TBCC and 
TBC cyclodecane conformation, since these forms may exist as two enantiomers, 
therefore, the factor – ܴ݈ܶ݊2 must be included to compute the final Gibbs free energy 
difference. In our paper on cyclodecane (Ferreira, De Almeida & Dos Santos, 2007), the 
vibrational circular dichroism (VCD) spectra for the distinct forms were calculated at the 
B3LYP/6-31G(d,p) level. The analysis of the VCD spectra for BCB, TBC, TBCC, BCC and 
TCCC forms confirmed the existence of enantiomers only for TBCC, TBC and BCC 
structures. These results support the proposal of Pawar et al. (Pawar et al., 1998) and 
Kolossváry and Guida (Kolossvary & Guida, 1993), showing the existence of chiral 
isomers for these three forms of the cyclodecane. Therefore, the −ܴ݈ܶ݊2 factor must be 
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included to compute the relative Gibbs free energy for the following equilibria 
BCB→TBCC, BCB→TBC and BCB→BCC.  
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Fig. 16. (a) CCSD(T)/6-31G(d,p)//MP2/6-31G(d,p) conformational population data for 
cyclodecane evaluated at various temperatures. Experimental values and theoretical results 
calculated including all 3N-6 normal modes and also excluding the low frequency modes 
from the evaluation of the vibrational partition function (HO approach) are shown. (b) 
Variation of population, calculated using all 3N-6 normal modes, as a function of 
temperature. 

It is opportune to compare the conformational population values reported in Figure 16a for 
cyclodecane and Figure 9 for cyclooctane. A rather different behavior was observed for the 
cyclooctane molecule, where the exclusion of the low frequency modes (below ~650 cm-1, at 
room temperature) has promoted a good improvement between the experimental and 
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theoretical data. The inclusion of all 3N-6 vibrational modes for the calculation of the 
vibrational partition function for cyclooctane, different from the cyclodecane case, proved to 
be an inadequate procedure for calculating the thermodynamic properties, leading to a total 
disagreement with the experimental findings. In the light of the post-HF ab initio calculations 
reported  for cycloheptane, cyclooctane, cyclononane and cyclodecane, we can say that there 
is indeed an important participation of the low frequency modes for the determination of 
the vibrational partition function, which are used within the framework of the statistical 
thermodynamics formalism for the evaluation of free energies. We have so far proposed a 
simple and satisfactory procedure to treat these cycloalkanes; however, this approach is not 
meant to be a more general procedure to be applied for cycloalkanes of any size. The 
disagreement between the experimental and calculated conformational populations for 
cyclodecane was more pronounced at higher temperature (403 K). The theoretical 
calculation predicted the equilibrium slightly shifted toward the TBCC isomer, which is 
found in a ratio close to 26%. Experimentally, the TBCC population was only 8%. This 
disagreement may be attributed in part to the fact that at this temperature the experimental 
conformation distribution was not directly obtained from experiment, as in the case of low 
temperature measurements (Hilderbrandt, Wieser & Montgomery, 1973), but using 
additional information from molecular mechanics calculations. Therefore, in view of the 
good agreement with the experimental conformational population obtained from the low 
temperature NMR experiment, and also the nice agreement between ab initio and 
experimental electron diffraction population data for cycloheptane (Anconi et al., 2006) and 
cyclooctane (Dos Santos, Rocha & De Almeida, 2002), we believe that the CCSD(T)/6-
31G(d,p)//MP2/6-31G(d,p) calculations at the temperatures range considered here can be 
taken as reliable within experimental uncertainties. 

4.5 Large cycloalkanes 
In previous Sections we reported conformational analysis of cycloheptane, cyclooctane, 
cyclononane and cyclodecane, where experimental population data are available, using 
quantum chemical methods and statistical thermodynamic formalism for the determination of 
conformational populations, with the main focus on conformational distribution and its 
dependence on the level of theory and the effect of low-frequency vibrational modes for the 
evaluation of entropy contribution. In these studies it was shown that for some derivatives 
(cycloheptane and cyclooctane), low frequency vibrations may not be considered as harmonic 
oscillators, having a great effect on the partition function, which leads to a significant deviation 
in the calculated thermodynamic properties with respect to experimental data  
Our best level of calculation for relative Gibbs free energy, used as reference value, is 
obtained with the Eq. (22) below, where the double slash means that single point CCSD(T) 
energy calculations were performed using MP2 fully optimized geometries. We have also 
found that the use of the MP4(SDTQ) correlated level of theory leads to conformational 
population results very similar to CCSD(T), which consumes much more computer time, 
and so it can safely replace the CCSD(T) energy calculations. 

 ܩ = ܧି௨ௌ(்)//ெଶ 	+ 	ܩெ்ଶ         (22) 

We can also apply Eq. (22) using the same level of calculation for the first and second terms, 
or other combination of levels, what may even result in a fortuitous agreement with 
experiment but not based on fundamental justification, only by a cancellation of errors. 
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Certainly, it would be ideal to use the MP4(SDTQ) or CCSD(T) level for the evaluation of 
relative energy and thermal correction that is undoubtedly theoretical sound, however, this 
is computationally prohibitive. 
Aiming a better understanding of the deviation from a harmonic oscillator behavior we 
extended this investigation to larger cycloalkanes: cycloundecane, cyclododecane and 
cyclotridecane (unpublished results). According to the analysis of experimental low 
temperature NMR data obtained at 90.1 K (Brown, Pawar & Noe, 2003) cycloundecane exist 
as a mixture of two main conformers, named here 11a and 11b, being 59% of 11a and 41% of 
11b. Cyclododecane has also been investigated by gas phase electron diffraction experiment 
at 120 ⁰C (Atavin et al., 1989) and X-ray diffraction for a solid sample (Pickett & Strauss, 
1971), both predicting the predominance of a single conformer, named 12a. The largest 
cycloalkane that we have been investigating is the cyclotridecane. A conformation study of a 
saturated 13-membered ring macrocycle, which lies on the borderline between medium and 
large ring systems and are generally considered very complex with a variety of 
conformational possibilities, has been reported by Rubin and collaborators (Rubin et al., 
1984). Cyclotridecane that is placed in this borderline has defied 13C NMR analysis (Dunitz 
& Shearer, 1960) because fast pseudorotation processes lead to a single peak, even at -135 ⁰C, 
and so experimental conformational population data are not yet available. In Rubin at al. 
paper (Rubin et al., 1984) X-ray elucidation of the structure of a 13-atom heteromacrocycle 
combined with force field calculations carried out on cyclotridecane and 1,1-
dimethylcyclotridecane pointed out to the existence of a main conformer denominated 
[33331] and a contribution of approx. 20% of minor conformers. We named this main 
conformer 13a. Following the structural data published by Rubin et al. (Rubin et al., 1984), 
just over two years ago, Valente et al. (Valente et al., 2008) reported the synthesis and X-ray 
structure of cyclotridecanone 2,4-dinitrophenylhydrazone, C19H28N4O4, a 13-membered 
carbocycle that was predicted to exists in the triangular [337] conformation (Valente et al., 
2008). The reported molecular structure, in combination with additional evidence, indicates 
that [337] should be the preferred conformation of cyclotridecane and other simple 13-
membered rings. We named this structure 13b. We have used the ring dihedral angles for 
structure 13b reported by Valente et al. (Valente et al., 2008) as an input for DFT full 
geometry optimization, without any geometrical constraint, and found that this is indeed a 
true minimum energy structure (having no imaginary frequencies) on the PES for 
cyclotridecane. We found that an agreement with conformational population data reported 
for cycloundecane and cyclododecane is obtained when all 3N-6 normal modes are used in 
the evaluation of the vibrational partition function (unpublished results), similar to the 
results reported in previous sections for cyclononane and cyclodecane. For cyclotridecane 
the analysis of the theoretical results are not yet conclusive, regarding the use of the HO 
approach. Therefore, in the light of these results it seems that for larger cycloalkanes the 
usual procedure of considering all 3N-6 normal modes in the calculation of relative Gibbs 
free energy values, implemented in most of the quantum chemical computer packages, 
would probably lead to satisfactory agreement with experimental population data. This is 
likely to hold for other macrocycles and supramolecular systems. 

5. Concluding remarks 

In this Chapter the theoretical formalism behind de calculation of temperature-dependent 
conformational population, an important subject in the area of physical organic chemistry, is 
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briefly reviewed, with the emphasis placed on the role played by vibrational partition 
function evaluated with the aid of standard statistical thermodynamics formulae. We 
identified which contributions to the Gibbs free energy differences (∆ܩ) between conformers 
of a given molecule are likely to be more sensitive to the level of ab initio theory employed 
for its evaluation and also the level of calculation required for an adequate description of the 
thermodynamic properties. The results reported here strength the validity of the procedure 
outlined previously to evaluate the distinct contributions to ∆ܧ∆ ,ܩି௨ and ∆்ܩ, 
employing different computational procedures. The size of the molecules treated in this 
chapter enable the calculation of the first contribution at the MP4(SDTQ)//MP2 and 
CCSD(T)//MP2 single point levels and the thermal correction (∆்ܩ) at the MP2 fully 
optimized geometry level of theory. For larger molecular systems we may use a more 
approximate procedure, as for exemple DFT or even DFT//PM3 level of calculation which 
was recently shown to produce very satisfactory results for the calculation of the Gibbs free 
energy of hydration of α-cyclodextrin (Nascimento et al., 2004). The less sensitivity of the 
thermal energy correction to the quantum chemical method employed, compared to the 
electronic plus nuclear-nuclear repulsion energy counterpart, is the basic reason for the 
suitability of this computational procedure which enables us to study large molecular 
systems of biological and technological interest. 
Results for two classes of molecules, for which experimental conformational population data 
are available, were presented: substituted alkanes and cycloalkanes. In the case of 
substituted alkanes we found that a treatment of low frequency vibrational as hindered 
rotor and anharmonicity correction leads to a fine agreement between experimental gas 
phase population data for 1,2-dichloro ethane and theoretical predictions, as also found for 
the ethane molecule. However, for 1,2-difluor ethane such procedure did not work at all, 
and an alternative description of the vibrational partition function must be found. The main 
results for the substituted alkanes discussed in this Chapter are shown in Figure 17a. For 
cycloalkanes a similar decomposition of the vibrational partition function was made (see 
equation (8b)). The very simple procedure of considering the contribution due to the low 
frequency modes (ܳ௩ேுை) set to unity, named HO approach, was used, which is equivalent to 
exclude these normal modes from the evaluation of the thermal energy (∆்ܩ). Such 
procedure worked very well for cycloheptane and cyclooctane. However, for cyclononane 
and cyclodecane a good agreement with experimental conformational population data is 
achieved considering all 3N-6 normal modes, including the low frequency modes, as 
harmonic oscillators, a procedure commonly used in the computational chemistry 
community and readily implemented in any quantum chemical computer package. Very 
recently we have shown that this standard procedure also worked for larger cycloalkanes 
containing eleven and twelve carbon atoms (unpublished results). Figure 17b show a 
summary of theoretical and experimental conformational population results for the 
cycloalkanes addressed here. 
Figure 17 gives a very clear account and a quite transparent view of the importance of a 
separate treatment of the low frequency modes for the evaluation of the vibrational partition 
function, within the statistical thermodynamics formalism, according to Eq. (8b) (ܳ௩ =ܳ௩ேுை. ܳ௩ுை) which leads to the calculation of the thermal correction following Eq. (15) 
௩,்ܩ∆) = ௩ேுை,்ܩ∆ ௩ுை,்ܩ∆	+	 ).  
When the low frequency modes are excluded from the calculation of thermal correction it 
means the ܳ௩ேுை = 1,		and so, ∆்ܩ,௩ேுை = 0, otherwise the last term is evaluated using the  
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Fig. 17. A summary of conformational population values (percentage of the predominant 
conformer A for a generic interconversion process: A→B) obtained from Gibbs free energy 
results (∆ܩ) calculated at the MP4(SDTQ)//MP2 or CCSD(T)//MP2 level of theory. The 3N-6 
superscript means that all normal modes were included in the calculations, and the HO label 
indicate that the low frequency modes were ignored for calculation of the thermal correction 
(HO Approach).  The Hint-Rot-Anh superscript means that the internal rotation (a treatment of 
low frequency modes as hindered rotor) and anharmonicity correction was included. (a) 
Susbtituted alkanes, 1,2-dichloro ethane and 1,2-difluor ethane. (b) Cycloheptane (TC→C); 
Cyclooctane (BC→CROWN); Cyclononane (TBC→TCB); Cyclodecane (BCB→TBC). 

harmonic approximation. It can be seen from Figure 17 that the behavior for small 
cycloalkanes, as also substituted alkanes, is distinct from cycloalkanes containing more than 
eight atoms of carbon. This shows that, in the series of cycloalkanes investigated, there is no 
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overall agreement with experiment when the low frequency modes are excluded or not from 
the evaluation of the vibrational partition function. It seems that each case must be 
considered individually, since it may really not be possible to find a “general” vibrational 
partition function that precisely mimic the behavior of all cycloalkanes represented in Figure 
17b, and very likely many other macrocycles and supramolecular structures. The results 
reported by our group on the series of cycloalkanes provide an indication that the usual 
procedure of considering all 3N-6 normal modes in the vibrational partition function 
appears to work very satisfactorily for larger macrocycles and also supramolecular systems. 
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7. List of symbols and abbreviations 

Anh Anharmonicity correction
B3LYP Becke three-parameter, Lee-Yang-Parr exchange-correlation functional 
B3P86 Becke three-parameter, Perdew 86 exchange-correlation functional 
BLYP Becke, Lee-Yang-Parr exchange-correlation functional
BP86 Becke, Perdew 86 exchange-correlation functional
CC Coulpled-Cluster method
CCSD(T) 
 

Coulpled-Cluster method with single-double and perturbative triple  
excitation

DFT Density Functional Theory
ED Electron Diffraction
Eele-nuc Electronic plus nuclear-nuclear repulsion energy
Eint Internal energy
G Gibbs free energy
GT Thermal correction to the Gibbs free energy
H Enthalpy
HF Hartree-Fock method
Hind-Rot Hindered-Rotor approach
HO Harmonic Oscillator approximation
HT Thermal correction for enthalpy
IR Infrared
MM Molecular Mechanics
MP2 Mφller-Plesset second-order perturbation theory
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MP4(SDTQ) 
 

Mφller-Plesset forth-order perturbation theory with single, double,  
triple and quadruple excitation

ν Vibrational frequency (or wavenumber in cm-1)
NHO Non-Harmonic Oscillator approach 
Nlow Number of low frequency vibrational modes
NMR Nuclear Magnetic Resonance
PBE1PBE Hybrid Perdew, Burke and Ernzerhof exchange-correlation functional 
PES Potential Energy Surface
PW91 Perdew and Wang’s 1991 gradient-corrected correlation functional 
Q Partition function
RR Rigid-Rotor approach
S Entropy
TMS Tetramethylsylane
TS Transition State
VCD Vibrational Circular Dichroism
VNN Nuclear-Nuclear repulsion energy
ZPE Zero-Point Energy
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1. Introduction  

Condensate gas is mainly demonstrated by methane. However, it also contains a lot of 
heavier contents like C5 or C5+ and some non-hydrocarbon mixture as well (Mokhatab et al, 
2006). After recovering from gas wells, condensate gas needs liquid separation, gas 
purification and condensate stabilization treatment in the processing plant to meet the 
quality requirements. Processing plants far away from the gas well with long distances of 
two-phase flow in one condensate gas pipeline will take less investment than adjacent 
process plant with two single phase pipelines which are dry gas pipeline and liquid phase 
pipeline (Li, 2008). 
If the operation temperature somewhere in the condensate gas pipeline is lower than the gas 
dew point, liquid condensation would occur, subjecting the pipeline to two phase flow 
(Potocnik, 2010). While gas and its condensate flow simultaneously, mass transfer takes 
place continuously due to the change in pressure and temperature conditions. This leads to 
compositional changes and associated fluid property changes and also makes the hydraulic 
and thermal calculations of condensate gas more complex than normal gas. The condensate 
gas pipeline model which is established and solved based on the principle of fluid 
mechanics can simulate hydraulic and thermal parameters under various operation 
conditions. By means of technical support, this model is of great importance in the pipeline 
design and safety operation aspects (Mokhatab, 2009). 

2. Thermodynamic model 

The purpose of the thermodynamic model is three-fold. First, it defines the transition 
between single phase/two phase conditions (point of condensate inception in the pipeline 
or gas dew point). Second, it is used for the prediction of properties for the flowing fluids 
(gas and its condensate). And lastly, it derives the mass exchange between the flowing 
phases (Adewumi et al, 1990 ; Estela-Uribe et al, 2003). This work uses the BWRS equation 
of state (EOS) to implement the thermodynamic model as it has proven reliable for  
gas condensate system (McCain et al, 1990). Most property predictions are derived from 
the equation of state (i.e., densities values, densities values and their derivatives with 
respect to pressure and temperature, departure enthalpies, heat capacities, and Joule-
Thompson coefficients). Additionally, phase equalibria are calculated on the basis of flash 
calculation method. Expressions for such parameters as fugacity are elaborated in 
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standard textbooks, where the theory and relevant procedures for flash calculation are 
well documented (API, 2005). 

3. General model of condensate gas pipeline 

3.1 Basic assumptions 
One of the most fundamental approaches used to model two phase flow is the two-fluid 
model (Ayala et al, 2003). It consists of separate mass, momentum and energy conservation 
equations written for each of the phases. This results in up to six differential equations. 
Furthermore, the model is more complicate as relating parameters in the equations vary 
with the fluid flowing. Thus, simple and reasonable assumptions could help to reduce the 
unknowns in the model (Hasan et al, 1992). The hydrodynamic model has three major 
inherent assumptions:  
1. Gas and liquid average flow velocities are calculated according to the section area 

occupied by each phase respectively. 
2. Mass transfer takes place between gas and liquid phase. However, two phases are 

assumed to be at thermodynamic equilibrium at every point within the pipe. 
3. In the transient process, the pipeline assumed to be isothermal. The liquid hold up 

within pipeline, the wall friction force of each phase, the drag force between two phases 
are assumed to be the same as steady state. 

3.2 Description of general model 
The general model for two phase flow is built on the basis of mass, momentum and energy 
conservation equations of each phase (Li et al, 2009; Ayala et al, 2003). 
Gas phase continuity equation: 

 ( ) ( )g g g glA Aw m
t x

ρ ϕ ρ ϕ∂ ∂+ = Δ
∂ ∂

                      (1) 

Liquid phase continuity equation:  

 ( ) ( )l L l L lH A H Aw m
t x

ρ ρ∂ ∂+ = Δ
∂ ∂

 lg                            (2) 

Where, glmΔ  is mass rate of phase change from gas to liquid, (kg/s.m); mΔ  lg  is mass rate of 
phase change from liquid to gas, (kg/s.m). HL is liquid hold up; ϕ  is gas hold up; .. gρ ..is 
density of the gas phase, kg/m3; lρ is density of the liquid phase, kg/m3; A is pipe cross 
sectional area, m2; t is time, s; x is length along the pipe length, m; wg is velocity of the gas 
phase, m/s; wl is velocity of the liquid phase, m/s. 

glmΔ   is defined as (3). 

( ) ( )s s s s
gl g l g l

T T P P

Y Y Y YP P t T T t
m m m m m

P x P t x T x T t x

   ∂ ∂ ∂ ∂∂ ∂ ∂ ∂ ∂ ∂       Δ = + ⋅ + + + ⋅ +          ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂          
   (3) 

 g
s

g l

m
Y

m m
=

+
.                                (4) 
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 g g gm w Aρ ϕ=                                    (5) 

 l l g Lm w H Aρ=                                   (6) 

Where, P is pressure, Pa; T is temperature, K; mg is gas mass fraction in two-phase fluid 
system; ml is liquid mass fraction in two-phase fluid system; Ys is mass fraction of gas. 
Gas phase momentum equation. 

 ( ) ( )2 sing g g g g gl a gw gi g
P

w A w A A m w F F g A
t x x

ρ ϕ ρ ϕ ρ ϕ θ∂ ∂ ∂+ + = Δ − − −
∂ ∂ ∂

         (7) 

Where, Ag is pipe cross sectional area occupied by gas phase, m2;Fgw is wall shear force of gas 
phase, N/m3; Fgi is interfacial drag force on gas phase, N/m3; g is acceleration of gravity, 
m/s2; θ is pipeline slope, rad. 
Liquid phase momentum equation. 

 ( ) ( )2 sinl L l l L l l a lw li l L
P

H w A H w A A m w F F gH A
t x x

ρ ρ ρ θ∂ ∂ ∂+ + = Δ − − −
∂ ∂ ∂

 lg       (8) 

Where, Al is pipe cross sectional area occupied by liquid phase, m2; Flw is wall shear force of 
liquid phase, N/m3; Fli is interfacial drag force on liquid phase, N/m3; wa is transition 
velocity between the gas phase and liquid phase, m/s. 
Gas-liquid phase mixture energy equation 

 

( )

2 2

2 2

0

2 2

0
2 2

g l
g g l L l

g l
g g g l L l l

w w
A h gz A H h gz

t

w w
A w h gz A H w h gz K D T T

x

ρ ϕ ρ

ρ ϕ ρ π

    ∂   + + + + +    ∂    
    ∂   + + + + + + + − =    ∂    

   (9) 

Where, K is overall heat transfer co-efficiency, W/(m2·K); D is external diameter, m; T0 is 
environmental temperature, K; hl is enthalpy of liquid phase in pipeline, kJ/kg;  hg  is 
enthalpy of the gas phase in pipeline, kJ/kg; z is pipeline elevation, m. 
Add (7) and (8), obtain: 

 
( ) ( ) ( ) ( )

( )

2 2

sin

g g l L l g g l L l

gw lw g l L

P
w A H w A w A H w A A

t t x x x

F F H gA

ρ ϕ ρ ρ ϕ ρ

ρ ϕ ρ θ

∂ ∂ ∂ ∂ ∂+ + + +
∂ ∂ ∂ ∂ ∂
= − − − +

         (10) 

Equation (10) is transformed into (11) through eliminating the pressure terms. 

 

( ) ( ) ( ) ( )

( )

2 2

1 1
sin

g g l l g g l l

gw gi lw li
gl a l L g

g l g g l l

w w w w
t t x x

F F F F
m w H g

A A A A A A

ρ ρ ρ ρ

ρ ρ ϕ θ

∂ ∂ ∂ ∂− + − =
∂ ∂ ∂ ∂

 
 Δ + − − + + − −
 
 


         (11) 
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In view of the slow transient behaviour in condensate gas pipeline, we can obtain equation 
(12) by ignoring velocity variation terms in equation (11)(Li et al, 1998): 

 ( )1 1
sin 0gw lw

gi l L g
g g l l

F F
F H g

A A A A
ρ ρ ϕ θ

 
 − − + + − − =
 
 

             (12) 

Equations (1), (2), (9), (10), (12) construct the basic model for condensate gas pipe flow 
simulation. 

4. Constitutive equations  

The condensate gas flow model is one dimensional two-fluid multiphase hydrodynamic 
model which adapts to different flow patterns in pipeline. According to Cindric and 
Shoham, the flow patterns in horizontal pipeline are stratified flow, intermittent flow, 
annular flow, dispersed flow and these in vertical pipeline are bubble flow, slug flow, churn 
flow, annular flow (Mokhatab et al, 2006). Because of the constitutive equations is dependent 
on the flow pattern, one of the greatest difficulties in the analysis of two-phase flow in 
pipeline is defining appropriate constitutive equations for relating relevant forces-such as 
the steady drag force and interfacial force. 
Considering low liquid hold up, the flow pattern in the condensate gas pipeline is stratified 
flow which has explicit interface between the liquid and gas phase, as depicted in Fig.1. 
Then, we can obtain the calculation methods of unknowns which dependent on the 
constitutive equations (Taitel et al, 1995 ; Chen et al, 1997 ). 
 

 
Fig. 1. Stratified flow in condensate gas pipeline 

Wall shear force of each phase is expressed as follow. 

 kw kw kF Sτ= −                          (13) 

Where, k=g when the equation is applied for the gas phase; k=l when the equation is applied 
for the liquid phase; Sk is defined as follow: 

 total wall area wetted by phase
=

Totoal volumek
k

S
                          (14) 

kwτ is defined as: 
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1
2kw k k k kw wτ λ ρ=                          (15) 

In which, λ  is Fanning factor which is calculated by Colebrook & White empirical 
correlation. 
If Reynolds Number Re≤ 2000 

 16λ =
Re

                           (16) 

If Re≥ 2000 

 1 2 9.35
3.48 4lg

D
ε

λ λ
 = − + 
 Re

                    (17) 

Where, ε  is absolute roughness of pipeline wall, m. 
Interfacial force between phases is defined as follow: 

 gi li i iF F Sτ= − = −                          (18) 

Where  

 
Total surface area of contact between phases

=
Totoal volumeiS

 
               (19) 

  ( )1
2i i g g l g lw w w wτ λ ρ= − −                      (20) 

The interfacial friction factor iλ  is calculated with Hanrrity correlation. 

If sg sg tw w ⋅≤  

 i gλ λ=                             (21) 

If sg sg tw w ⋅≥  

 1 15 1sgl
i g

sg t

wh
D w

λ λ
⋅

  
  = + −

    
                    (22) 

Where, 

 G
sg

Q
w

A
=                            (23) 

 101325
5sg tw

P⋅ =                         (24) 

Where, wsg is reduced velocity of the gas phase, m/s; wsg.t is reduced velocity for 
indentifying the transition from stratified flow pattern to smooth stratified flow pattern, 
m/s; QG is flow rate of the gas phase, m3/s. 
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5. Steady state analysis of condensate gas pipeline  

5.1 Basic equations 
While steady operation, the variation of each parameter in equations (1), (2), (9), (10) with 
time can be ignored. Expand the equations above and the following equations used for 
steady state simulation can be obtained (Li et al, 2009): 
Gas phase continuity equation: 

 ( ) ( )  g g g
g T g P g g g gl

dwdP dT d
Aw Aw A A w m

P dx T dx dx dx

ρ ρ ϕϕ ϕ ρ ϕ ρ
∂ ∂

+ + + = Δ
∂ ∂

        (25) 

Liquid phase continuity equation: 

 ( ) ( )    l l l L
l L T l L P l L l l

dwdP dT dH
Aw H Aw H A H A w m

P dx T dx dx dx
ρ ρ ρ ρ∂ ∂+ + + = Δ

∂ ∂
 lg       (26) 

Gas-liquid phase mixture momentum equation: 

 ( ) sin  g l
g g l l L gw lw g l L

dw dwdP
A w A w H A F F H gA

dx dx dx
ρ ϕ ρ ρ ϕ ρ θ+ + = − − − +       (27) 

Gas-liquid phase mixture energy equation: 

 

( ) ( )

2 2

2 2

0 2

g l
g g l l L

TT

g gl l
g g l l L g g l l L

PP

g l
g g l l L gl g l

h h dP
w A w H A

P P dx

h dwh dwdT
w A w H A w A w H A

T T dx dx dx

w wdz
gw A gw H A K D T T m h h

dx

ρ ϕ ρ

ρ ϕ ρ ρ ϕ ρ

ρ ϕ ρ π

 ∂  ∂ +     ∂ ∂    
 ∂  ∂ + + + +     ∂ ∂    

 −
 = − + − − − Δ − +
 
 



         (28) 

The system of simultaneous differential equations composed of (25)-(28) can be written in 
their non-conservative form.  

 
dU

A D
dx

=                               (29) 

Where  
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A
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D
D

D
D
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ρ
ϕ

∂
=

∂
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T

ρ
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∂
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∂
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22 ( )l
l L Pa Aw H

T
ρ∂=

∂
, 23 0  a = , 24 l La A Hρ= , 31a A= , 32 0 a = , 33 g ga w Aρ ϕ= , 34 l l La w H Aρ= ,

41 ( ) ( )g l
g g T l l L T

h h
a w A w H A

P P
ρ ϕ ρ

∂ ∂= +
∂ ∂ 42 ( ) ( )g l

g g P l l L P
h h

a w A w H A
T T

ρ ϕ ρ
∂ ∂= +
∂ ∂

, 2
43 g ga w Aρ ϕ= ,

2
44 l l La w H Aρ=  

1 gl g g
d

D m A w
dx
ϕρ= Δ − , 2

L
l l

dH
D m A w

dx
ρ= Δ − lg , ( )3 sin  gw lw g l LD F F H gAρ ϕ ρ θ= − − − +  

2 2

4 0( ) ( ) ( )
2

g l
g g l l L gl g l

w wdz
D gw A gw H A K D T T m h h

dx
ρ ϕ ρ π

−
= − + − − − Δ − +  

5.2 Model solving  
Steady state condensate gas model is formed by 5 equations which are (29) and (12). There 
are five unknowns, liquid holdup (HL), pressure (P), temperature (T), gas and liquid velocity 
(wg and wl), in the model. Thus, the closure of the model is satisfied.  
To solve the model, the liquid hold up is obtained by solving (12) firstly. And then, pressure 
(P), temperature (T), velocity of the gas phase (wg), and the velocity of the liquid phase (wl) 
are obtained by solving (29). The procedures for solving (29) are presented in details as 
follow:  
Step 1. Suppose the pipeline is composed of a lot of pipes with different slope. Divide each 

pipe into small blocks with the step length of △x and input the start point data.  
 

 Pi-1

Ti-1

vgi-1 
vli-1 

HLi-1

Pi 
Ti 

Pi+1

Ti+1

vgi 
vli 

HLi 

vgi+1

vli+1 

HLi+1

 
Fig. 2. Pipeline blocks for steady-state simulation 

Step 2. Establish steady equation (29) on each block section. Input the boundary conditions 
at the initial point of pipeline (pressure, temperature, gas velocity, and liquid 
velocity). According to the thermodynamic model, calculate the thermophysic 
parameters such as density of the gas and liquid phase, gas fraction. Because there 
is no slip between the two phases at initial point, the liquid hold up can be gained 
by its relationship with mass flow rate of the gas phase and liquid phase. 

Step 3. Set dU/dx as unknowns, and simplify (29) with Gaussian elimination method, then 
we can obtain more explicit form of (29). 
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f P T
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d
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d
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υ υ

υ υ

υ
υ υ

υ υ υ

 =

 =

 =

 =


                           (30) 

Step 4. Work out pressure (Pi), temperature (Ti), gas and liquid velocity (wgi and wli) by 
four-order Runge - Kutta Method.  

Step 5. Figure out liquid holdup (HLi) by equation (12). 
Step 6. Resolve equations (29) by Adams predictor-corrector formula until the reasonable 

unknowns of this grid section are all gotten.  
Step 7. Repeat the second step to the sixth step until reach the last block section which is 

also the end of this pipeline.  
In order to make the numerical calculation converges more quickly, the Adams predictor-
corrector and Runge - Kutta Method should be applied simultaneous. As the two methods 
have four-order accuracy, the desired accuracy also can be improved. The flow chart of the 
whole solving procedures is depicted in Fig.3. 
 

glmΔ 

 
Fig. 3. Solving procedures of steady state model 
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6. Transient analysis of condensate gas pipeline  

6.1 Basic equations of transient analysis  
Opposite to the steady state simulation, the parameters in the general model are dependent 
on time. Expand (1), (2) and (10), and the following equations can be obtained (Masella et al, 
1998). 
Gas phase continuity equation: 

 ( ) ( )   g g g
T g g T g g g gl

wP P
A A Aw A A w m

P t t P x x x

ρ ρϕ ϕϕ ρ ϕ ρ ϕ ρ
∂ ∂ ∂∂ ∂ ∂ ∂+ + + + = Δ
∂ ∂ ∂ ∂ ∂ ∂ ∂

       (31) 

Liquid phase continuity equation: 

 ( ) ( )l l lL L
L T l l L T l L l l

wP H P H
AH A Aw H A H A w m

P t t P x x x
ρ ρρ ρ ρ∂ ∂ ∂∂ ∂ ∂ ∂+ + + + = Δ

∂ ∂ ∂ ∂ ∂ ∂ ∂
 lg  (32) 

Momentum equation 

 
( ) sin  

g gl l
g l L g g l l L

gw lw g l L

w ww wP
A H A A w A w H A

t t x x x

F F H gA

ρ ϕ ρ ρ ϕ ρ

ρ ϕ ρ θ

∂ ∂∂ ∂∂+ + + +
∂ ∂ ∂ ∂ ∂

= − − − +
           (33) 

The transient flow model can be represented by (31) ~ (33) and (12). The unknowns are the 
pressure P, flow velocity of the gas phase gw , flow velocity of the liquid phase lw and liquid 
holdup LH . Notice that (31) ~ (33) are a set of partial differential equations so that they can 
be recast to the following matrix form. 

 
U U

B A D
t x
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The characteristic determinant of (34) is as follow: 

 

0 1 0

0 1 0

0 0 1 0 1

0

0 0

g g
g

T T

l l
l L L

T T

g l

w
P P

w H H
P P

w w

ρ ρ
λ ϕ λ ϕ λ

ρ ρλ λ λ

λ λ λ λ λ

∂ ∂   
+      ∂ ∂   

∂ ∂   + =   ∂ ∂   
+ +

            (35) 

Where, 0λ  and 1λ  are the eigenvalues of A and B. If 0 /λ λ λ=  established, one solution of 

λ is 0 and the other two non-zero solutions should be expressed as follow: 

 

2

2 2

2

1 0

g g lL
L g L l

T TT T

gl
l L g

T T

H w H w
P P P P

w H w
P P

ρ ρ ρρϕ λ ϕ λ

ρρ ϕ

   ∂ ∂    ∂∂   + + +            ∂ ∂ ∂ ∂            
∂ ∂ + + − =    ∂ ∂   

         (36) 

The condition for having real solutions of (36) is: 

 
1 1

g l
L l gT T

P P
w w

H ρ ϕ ρ
  ∂ ∂ − < +   ∂ ∂   

                (37) 

In (37), 
l T

P
ρ

 ∂
 ∂ 

and 
g T

P
ρ

 ∂ 
 ∂ 

represent square of liquid and gas isothermal wave velocities 

separately. Thus the right side of (37) is greater than the wave velocity, which means (37) 
can be established for raw gas pipelines. 
According to the analysis above, it can be concluded that under the giving range of 
operation conditions, all the eigenvaluse of (35) are real different number. Therefore, (34) is 
strictly hyperbolic and this type will not change as its well posedness. 

6.2 Boundary conditions  
The boundary conditions include the input and output conditions as well as conditions, 
such as valves shut off, compressors shut down and etc., which will lead to operating 
changes. For this transient model, the boundary conditions are considered as: the starting 
pressure and flow rate over time, ending pressure and flow rate over time. 

 ( )10 pxP f t= =                         (38) 

 ( )10 qxQ f t= =                         (39) 

 ( )2px LP f t= =                         (40) 
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 ( )2qx LQ f t= =                         (41) 

6.3 Solutions of the transient model  
Equation (34) is a set of non-liner partial differential equations and the method of 
characteristic (MOC) and implicit difference method are always adopted to gain numerical 
solutions. By both methods have advantages and disadvantages. There is strict restriction 
with the time length of each step (Fig.4), thus the stability of the implicit difference method 
is better. But at each time layer, differential equations of all the grids should be solved 
simultaneously, which causes the computing time is large. Different with the implicit 
difference method, for MOC, the time length of each step is restricted in a relatively short 
range by its stability conditions. The advantage of MOC is the unknowns of each grid at 
each time layer can be solved dependently, and the amount of equations solved 
simultaneously is reduced. Considering the transient feature of low-liquid loading 
multiphase flow in pipeline is slow transient behaviour which means the transient process 
lasts long time, the former method is adopted. 
Mesh the length variable x and time variable t into grids as shown in Fig. 4. In each block, 
the differential equations of (31) ~ (33) can be obtained by the implicit different method  
(Li et al, 2011). 
 

x x− Δ x x+ Δ

tΔ

x

xΔ

 
Fig. 4. Differential blocks of pipelines 

Gas phase continuity equation: 
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   (42) 

In which ξ is the weight coefficient. Set
2 t

x
λ Δ=

Δ
, then above equation reduces to: 
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1 1 1 1 1
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  (43) 

Similarly, liquid phase continuity equation is as follow: 
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    (44) 

Momentum equation: 

1 1 1 1 1
32 32 1 33 33 1 31 1 32 32 33 33

1
31 3 32 1 33 1 32 1

33

( ) ( ) ( ) ( )

2 ( ) ( ) (1 )( )

(1 )( )

n n n n n n n n n n n n n n
gi li i gi li

n n n n n n n n n n n n
i gi gi li li gi gi

n n n
li li

b a w b a w a P b a w b a w

a P tD b w w b w w a w w

a w w

λξ λξ λξ λξ λξ

λξ λ ξ

λ ξ λ

+ + + + +
− − −

+
− − −

− + − − + + + +

+ = Δ + + + + − − −

− − − − 31 1(1 )( )n n n
i ia P Pξ −− −

 (45) 

Based on the above three differential equations, the pressure, flow velocity of the gas  
phase as well as that of the liquid phase can be obtained. The solution procedures are as 
follow: 
Step 1. Divide pipeline system into series of pipeline segments with different angles. Mesh 

each segment into blocks with the step length of △x; 
Step 2. Get the operation parameters on each grid node by steady state solutions; 
Step 3. Put the parameters on 0 time layer into (43) ~ (45) and get the solutions of operation 

parameters (the pressure P, gas flow rate wg and liquid flow rate wl) at 1 time layer; 
Step 4. Get the solution of liquid holdup LH at 1 time layer by (12); 

Step 5. Repeat step 3 ~ step 4 until reach the giving time layer; 
The flow chart of the solution procedures is shown in Fig. 5. 

7. Application   

7.1 Steady state simulation  
Table 1 is the basic data of a condensate gas pipeline. The pressure at starting point is 
11.0MPa and the temperature is 330K. The mass of gas flow rate is 29.0kg/s and liquid flow 
is 0kg/s. The components of the condensate gas are shown in Table 2. Calculate the 
operation parameters of the pipeline by steady state model and determine the location 
where phase change occurs. 
 

Segments 
Length 

(km) 
Diameter 

(mm) 

Absolute 
roughness 

(mm) 

Total 
diathermanous 

factor 
(W/m2.K) 

Ambient 
temperature 

(K) 

Step 
length 

(m) 

30 40.0 355.6 0.0457 6.05 330 1333.33 

Table 1. Basic data of the condensate gas pipeline 
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t t t= +

m

( ), ,i i gi liU P w w

LH

maxt t>

 
Fig. 5. Solving procedures of transient model 

 

Component Fraction Component Fraction 

C1 0.841454 C6 0.002818 

C2 0.075518 C7 0.001535 

C3 0.039954 C8 0.001442 

C4 0.009476 CO2 0.012166 

C5 0.007121 N2 0.008517 

Table 2. Basic data of the condensate gas pipeline 

The solutions can be illustrated as Fig. 6. According to the solutions above, the liquid begins 
to condensate from the section of 12.3km because the hydrocarbons enter the anti-
condensate region.  
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Fig. 6. The steady state pressure variations of the condensate gas pipeline 
 

 
Fig. 7. The steady state temperature variations of the condensate gas pipeline 
 

 
Fig. 8. The steady state gas velocity variations of the condensate gas pipeline 
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Fig. 9. The steady state liquid velocity variations of the condensate gas pipeline 
 
 
 
 

 
Fig. 10. The steady state liquid holdup variations of the condensate gas pipeline 

The feature of condensate gas pipelines is phase change may occur during operating. This 
leads to a lot of new phenomena as follow: 
1. It can be seen from Fig.6 that the pressure drop curve of two phase flow is significantly 

different from of gas flow even the liquid holdup is quite low. The pressure drop of gas 
flow is non-linear while the appearance of liquid causes a nearly linear curve of the 
pressure drop. This phenomenon is expressed that the relatively low pressure in the 
pipeline tends to increase of the gas volume flow; the appearance of condensate liquid 
and the temperature drop reduce the gas volume flow. 

2. It can be seen from Fig. 7 that the temperature drop curve of two phase flow is similar 
to single phase flow. The temperature drop gradient of the first half is greater than the 
last half because of larger temperature difference between the fluid and ambient. 
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3. It can be seen from Fig. 8 and Fig.9 that the appearance of two phase flow lead to  
a reduction of gas flow velocity as well as an increase of liquid flow velocity.  
The phenomenon also contributes to the nearly linear drop of pressure along the 
pipeline. 

4. The sharp change of liquid flow velocity as shown in Fig. 9 is caused by phase change. 
The initial flow velocity of liquid is obtained by flash calculation which makes no 
consideration of drag force between the phases. Therefore, an abrupt change of the flow 
rate before and after the phase change occurs as the error made by the flash calculation 
cannot be ignored. The two-fluid model which has fully considerate of the effect of time 
is adopted to solve the flow velocity after phase change and the solutions are closer to 
realistic. It is still a difficulty to improve the accuracy of the initial liquid flow rate at 
present. The multiple boundaries method is adapted to solve the steady state model. 
But the astringency and steady state need more improve while this method is applied to 
non-linear equations. 

5. As shown in Fig.10, the liquid hold up increases behind the phase transition point (two-
phase region). Due to the increasing of the liquid hold up is mainly constraint by the 
phase envelope of the fluid, increasing amount is limited.  

The steady state model can simulate the variation of parameters at steady state operation. 
Actually, there is not absolute steady state condition of the pipeline. If more details of the 
parameters should be analyzed, following transient simulation method is adopted. 

7.2 Transient simulation 
Take the previous pipeline as an example, and take the steady state steady parameters as the 
initial condition of the transient simulation. The boundary condition is set as the pressure at 
the inlet of pipeline drops to 10.5MPa abruptly at the time of 300s after steady state. The 
simulation results are shown in Fig11-Fig.15. 
 
 
 
 

 
 
 

Fig. 11. Pressure variation along the pipeline 
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Fig. 12. Temperature variation along the pipeline 

 
 

 
Fig. 13. Velocity of the gas phase variation along the pipeline 

 
 

 
Fig. 14. Velocity of the liquid phase variation along the pipeline 
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Fig. 15. Liquid hold up variation along the pipeline 

Compared with steady state, the following features present. 
1. Fig.11 depicts the pressure along the pipeline drops continuously with time elapsing 

after the inlet pressure drops to 10.5MPa at the time of 300s as the changing of 
boundary condition.   

2. Fig.12 shows the temperature variation tendency is nearly the same as steady state. The 
phenomenon can be explained by the reason that the energy equation is ignored in 
order to simplify the transient model. The approximate method is reasonable because 
the temperature responses slower than the other parameters.   

3. As depicted in Fig.13, there are abrupt changes of the gas phase velocity at the time of 
300s. The opposite direction flow occurs because the pressure at the inlet is lower than 
the other sections in the pipeline. However, with the rebuilding of the new steady state, 
the velocity tends to reach a new steady state.  

4. Fig.14 shows the velocity variation along the pipeline. Due to the loss of pressure 
energy at the inlet, the liquid velocity also drops simultaneously at the time of 300s. 
Similar to gas velocity, after 300s, the liquid velocity increases gradually and tends to 
reach new steady state with time elapsing. 

5. Due to the same liquid hold up equation is adopted in the steady state and transient 
model, the liquid hold up simulated by the transient model and steady state mode has 
almost the same tendency (Fig.15). However, the liquid hold up increases because of the 
temperature along the pipeline after 300s is lower than that of initial condition. 

Sum up, the more details of the results and transient process can be simulated by transient 
model. There are still some deficiencies in the model, which should be improved in further 
work. 

8. Conclusions 

In this work, a general model for condensate gas pipeline simulation is built on the basis of 
BWRS EOS, continuity equation, momentum equation, energy equation of the gas and 
liquid phase. The stratified flow pattern and corresponding constitutive equation are 
adopted to simplify the model.  
By ignoring the parameters variation with time, the steady state simulation model is 
obtained. To solve the model, the four-order Runge - Kutta method and Gaussian 
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elimination method are used simultaneously. Opposite to steady state model, the transient 
model is built with consideration of the parameters variation with time, and the model is 
solved by finite difference method. Solving procedures of steady-state and transient models 
are presented in detail. 
Finally, this work simulated the steady-state and transient operation of a condensate gas 
pipeline. The pressures, temperatures, velocity of the gas and liquid phase, liquid hold up 
are calculated. The differences between the steady-state and transient state are discussed. 
The results show the model and solving method proposed in this work are feasible to 
simulate the steady state and transient flow in condensate gas pipeline. Nevertheless, in 
order to expand the adaptive range the models, more improvements should be 
implemented in future work (Pecenko et al, 2011).   
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1. Introduction

For astrophysical phenomena, especially in the presence of strong gravity, the causality of any
phenomena must be preserved. On the other hand, dissipations, e.g. heat flux and bulk and
shear viscosities, are necessary in understanding transport phenomena even in astrophysical
systems. If one relies on the Navier-Stokes and Fourier laws which we call classic laws of
dissipations, then an infinite speed of propagation of dissipations is concluded (14). (See
appendix 7 for a short summary.) This is a serious problem which we should overcome,
because the infinitely fast propagation of dissipations contradicts a physical requirement that
the propagation speed of dissipations should be less than or equal to the speed of light. This
means the breakdown of causality, which is the reason why the dissipative phenomena have
not been studies well in relativistic situations. Also, the infinitely fast propagation denotes
that, even in non-relativistic case, the classic laws of dissipations can not describe dynamical
behaviors of fluid whose dynamical time scale is comparable with the time scale within which
non-stationary dissipations relax to stationary ones.
Moreover note that, since Navier-Stokes and Fourier laws are independent phenomenological
laws, interaction among dissipations, e.g. the heating of fluid due to viscous flow and the
occurrence of viscous flow due to heat flux, are not explicitly described in those classic laws.
(See appendix 7 for a short summary.) Thus, in order to find a physically reasonable theory of
dissipative fluids, it is expected that not only the finite speed of propagation of dissipations
but also the interaction among dissipations are included in the desired theory of dissipative
fluids.
Problems of the infinite speed of propagation and the absence of interaction among
dissipations can be resolved if we rely not on the classic laws of dissipations but on the
Extended Irreversible Thermodynamics (EIT) (13; 14). The EIT, both in non-relativistic and
relativistic situations, is a causally consistent phenomenology of dissipative fluids including
interaction among dissipations (9). Note that the non-relativistic EIT has some experimental
grounds for laboratory systems (14). Thus, although an observational or experimental
verification of relativistic EIT has not been obtained so far, the EIT is one of the promising
hydrodynamic theories for dissipative fluids even in relativistic situations. 1

1 One may refer to the relativistic hydrodynamics proposed by Israel (11), which describes the causal
propagation of dissipations. However, since the Israel’s hydrodynamics can be regarded as one
approximate formalism of EIT as reviewed in Sec.3, we dare to use the term EIT rather than Israel’s
theory.
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In astrophysics, the recent advance of technology of astronomical observation realizes a fine
observation whose resolution is close to the view size of celestial objects which are candidates
of black holes (1; 20; 24). (Note that, at present, no certain evidence of the existence of black
hole has been extracted from observational data.) The light detected by our telescope is
emitted by the matter accreting on to the black hole, and the energy of the light is supplied
via the dissipations in accreting matter. Therefore, those observational data should include
signals of dissipative phenomena in strong gravitational field around black hole. We expect
that such general relativistic dissipative phenomena is described by the EIT.
EIT has been used to consider some phenomena in the presence of strong gravity. For
example, Peitz and Appl (23) have used EIT to write down a set of evolution equations
of dissipative fluid and spacetime metric (gravitational field) for stationary axisymmetric
situation. However the Peitz-Appl formulation looks very complicated, and has predicted
no concrete result on astrophysics so far. Another example is the application of EIT to a
dissipative gravitational collapse under the spherical symmetry. Herrera and co-workers (6–8)
constructed some models of dissipative gravitational collapse with some simplification
assumptions. They rearranged the basic equations of EIT into a suitable form, and deduced
some interesting physical implications about dissipative gravitational collapse. But, at
present, there still remain some complexity in Herrera’s system of equations for gravitational
collapse, and it seems not to be applicable to the understanding of observational data of black
hole candidates (1; 20; 24). These facts imply that, in order to extract the signals of strong
gravity from the observational data of black hole candidates, we need a more sophisticated
strategy for the application of EIT to general relativistic dissipative phenomena. In order to
construct the sophisticated strategy, we need to understand the EIT deeply.
Then, this chapter aims to show a comprehensive understanding of EIT. We focus on basic
physical ideas of EIT, and give an important remark on non-equilibrium radiation field
which is not explicitly recognized in the original works and textbook of EIT (9–14). We
try to understand the EIT from the point of view of non-equilibrium physics, because the
EIT is regarded as dissipative hydrodynamics based on the idea that the thermodynamic
state of each fluid element is a non-equilibrium state. (But thorough knowledge of
non-equilibrium thermodynamics and general relativity is not needed in reading this chapter.)
As explained in detail in following sections, the non-equilibrium nature of fluid element
arises from the dissipations which are essentially irreversible processes. Then, non-equilibrium
thermodynamics applicable to each fluid element is constructed in the framework of
EIT, which includes the interaction among dissipations and describes the causal entropy
production process due to the dissipations. Furthermore we point out that the EIT is
applicable also to radiative transfer in optically thick matters (4; 27). However, radiative
transfer in optically thin matters can not be described by EIT, because the non-self-interacting
nature of photons is incompatible with a basic requirement of EIT. This is not explicitely
recognized in standard references of EIT (9–14).
Here let us make two comments: Firstly, note that the EIT can be formulated with
including not only heat and viscosities but also electric current, chemical reaction and
diffusion in multi-component fluids (13; 14). Including all of them raises an inessential
mathematical confusion in our discussions. Therefore, for simplicity of discussions in this
paper, we consider the simple dissipative fluid, which is electrically neutral and chemically inert
single-component dissipative fluid. This means to consider the heat flux, bulk viscosity and
shear viscosity as the dissipations in fluid.
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As the second comment, we emphasize that the EIT is a phenomenology in which the transport
coefficients are parameters undetermined in the framework of EIT (11; 13; 14). On the other
hand, based on the Grad’s 14-moment approximation method of molecular motion, Israel and
Stewart (12) have obtained the transport coefficients of EIT as functions of thermodynamic
variables. The Israel-Stewart’s transport coefficients are applicable to the molecular kinematic
viscosity. However, it is not clear at present whether those coefficients are applicable
to other mechanisms of dissipations such as fluid turbulent viscosity and the so-called
magneto-rotational-instability (MRI) which are usually considered as the origin of viscosities
in accretion flows onto celestial objects (5; 15; 26). Concerning the MRI, an analysis by Pessah,
Chan, and Psaltis (21; 22) seems to imply that the dissipative effects due to MRI-driven
turbulence can be expressed as some transport coefficients, whose form may be different
from Israel-Stewart’s transport coefficients. Hence, in this chapter, we do not refer to the
Israel-Stewart’s coefficients. We re-formulate the EIT simply as the phenomenology, and
the transport coefficients are the parameters determined empirically through observations
or by underlying fundamental theories of turbulence and/or molecular dynamics. The
determination of transport coefficients and the investigation of micro-processes of transport
phenomena are out of the aim of this chapter. The point of EIT in this chapter is the causality
of dissipations and the interaction among dissipations.
In Sec.2, the basic ideas of EIT is clearly summarized into four assumptions and one
supplemental condition, and a limit of EIT is also reviewed. Sec.3 explains the meanings
of basic quantities and equations of EIT, and also the derivation of basic equations are
summarized so as to be extendable to fluids which are more complicated than the simple
dissipative fluid. Sec.4 is for a remark on a non-equilibrium radiative transfer, of which
the standard references of EIT were not aware. Sec.5 gives a concluding remark on a tacit
understanding which is common to EIT and classic laws of dissipations.
In this chapter, the semicolon “ ; ” denotes the covariant derivative with respect to spacetime
metric, while the comma “ , ” denotes the partial derivative. The definition of covariant
derivative is summarized in appendix 7. (Thorough knowledge of general relativity is
not needed in reading this chapter, but experiences of calculation in special relativity is
preferable.) The unit used throughout is

c = 1 , G = 1 , kB = 1 . (1)

Since the quantum mechanics is not used in this paper, we do not care about the Planck
constant.

2. Basic assumptions and a supplemental condition of EIT

For the first we summarizes the basis of perfect fluid and classic laws of dissipations. The
theory of perfect fluid is a phenomenology assuming the local equilibrium; each fluid element
is in a thermal equilibrium state. Here note that, exactly speaking, dissipations can not
exist in thermal equilibrium states. Thus the local equilibrium assumption is incompatible
with the dissipative phenomena which are essentially the irreversible and entropy producing
processes. By that assumption, the basic equations of perfect fluid do not include any
dissipation, and any fluid element in perfect fluid evolves adiabatically. No entropy
production arises in the fluid element of perfect fluid (19). Furthermore, recall that the classic
laws of dissipations (Navier-Stokes and Fourier laws) are also the phenomenologies assuming
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the local equilibrium. Therefore, the classic laws of dissipations lead inevitably some
unphysical conclusions, one of which is the infinitely fast propagation of dissipations (13; 14).
From the above, it is recognized that we should replace the local equilibrium assumption with
the idea of local non-equilibrium in order to obtain a physically consistent theory of dissipative
phenomena. This means to consider that the fluid element is in a non-equilibrium state. A
phenomenology of dissipative irreversible hydrodynamics, under the local non-equilibrium
assumption, is called the Extended Irreversible Thermodynamics (EIT). 2 The basic assumptions
of EIT can be summarized into four statements. As discussed above, the first one is as follows:

Assumption 1 (Local Non-equilibrium). The dissipative fluid under consideration is in “local”
non-equilibrium states. This means that each fluid element is in a non-equilibrium state, but the
non-equilibrium state of one fluid element is not necessarily the same with the non-equilibrium state of
the other fluid element. �

Due to this assumption, it is necessary for the EIT to formulate a non-equilibrium
thermodynamics to describe thermodynamic state of each fluid element. In order to formulate
it, we must specify the state variables which are suitable for characterizing non-equilibrium
states. The second assumption of EIT is on the specification of suitable state variables for
non-equilibrium states of fluid elements:

Assumption 2 (Non-equilibrium thermodynamic state variables). The state variables which
characterize the non-equilibrium states are distinguished into two categories;

1st category (Non-equilibrium Vestiges) The state variables in this category do not necessarily
vanish at the local equilibrium limit of fluid. These are the variables specified already in equilibrium
thermodynamics, e.g. the temperature, internal energy, pressure, entropy and so on.

2nd category (Dissipative Fluxes) The state variables in this category should vanish at the local
equilibrium limit of fluid. These are, in the framework of EIT of simple dissipative fluid, the “heat
flux”, “bulk viscosity”, “shear viscosity” and their thermodynamic conjugate state variables. (e.g.
thermodynamic conjugate to entropy S is temperature T ≡ ∂E/∂S, where E is internal energy.
Similarly, thermodynamic conjugate to bulk viscosity Π can be given by ∂E/∂Π, where E is now
“non-equilibrium” internal energy.) �

Note that the terminology “non-equilibrium vestige” is a coined word introduced by the
present author, and not a common word in the study on EIT. But let us dare to use the term
“non-equilibrium vestige” to explain clearly the idea of EIT.
Next, recall that, in the ordinary equilibrium thermodynamics, the number of independent
state variables is two for closed systems which conserve the number of constituent particles,
and three for open systems in which the number of constituent particles changes. For
non-equilibrium states of dissipative fluid elements, it seems to be natural that the number
of independent non-equilibrium vestiges is the same with that of state variables in ordinary
equilibrium thermodynamics. On the other hand, in the classic laws of dissipations which are
summarized in Eq.(46) in appendix 7, the dissipative fluxes such as heat flux and viscosities
were not independent variables, but some functions of fluid velocity and local equilibrium
state variables such as temperature and pressure. However in the EIT, the dissipative fluxes

2 Although the EIT is a dissipative “hydrodynamics”, it is named “thermodynamics”. This name puts
emphasis on the replacement of local equilibrium idea with local non-equilibrium one, which is a
revolution in thermodynamic treatment of fluid element.
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are assumed to be independent of fluid velocity and non-equilibrium vestiges. Then, the third
assumption of EIT is on the number of independent state variables:

Assumption 3 (Number of Independent State Variables). The number of independent
non-equilibrium vestiges is the same with the ordinary thermodynamics (two for closed system and
three for open system). Furthermore, EIT assumes that the number of independent dissipative fluxes
are three. For example, we can regard the heat flux, bulk viscosity and shear viscosity are independent
dissipative fluxes. � 3

Mathematically, the independent state variables can be regarded as a “coordinate system”
in the space which consists of thermodynamic states. A set of values of the coordinates
corresponds to a particular non-equilibrium state. This means that the set of values of
independent state variables is uniquely determined for each non-equilibrium state, and
different non-equilibrium states have different sets of values of independent state variables.
Assumption 3 implies the existence of non-equilibrium equations of state, from which we
can obtain “dependent” state variables. Concrete forms of non-equilibrium equations of state
should be determined by experiments or micro-scopic theories of dissipative fluids. Given the
non-equilibrium equations of state, we can consider a case that the non-equilibrium entropy,
Sne, is a dependent state variable. In this case, Sne depends on an independent dissipative
flux, e.g. the bulk viscosity Π. Obviously, since Π is one of the dissipative fluxes, the partial
derivative, ∂Sne/∂Π, has no counter-part in ordinary equilibrium thermodynamics. This
implies that ∂Sne/∂Π is a member not of non-equilibrium vestiges but of dissipative fluxes.
Hence, by the assumption 2, we find that the partial derivative of dependent state variable by
an independent dissipative flux should vanish at local equilibrium limit of fluid,

∂[non-equilibrium dependent state variable]
∂[independent dissipative flux]

→ 0 as [independent dissipative fluxes] → 0 .

(2)
The assumptions 1, 2 and 3 can be regarded as the zeroth law of non-equilibrium
thermodynamics formulated in the EIT, which prescribes the existence and basic properties
of local non-equilibrium states of dissipative fluids. In the relativistic formulation of EIT, the
state variables are gathered in the energy-momentum tensor, Tμν. The definition of Tμν will
be shown in next section.
Here note that, because EIT is a “hydrodynamics”, we should consider not only
non-equilibrium thermodynamic state variables but also a dynamical variable, the fluid
velocity. As will be shown in next section, the basic equations of EIT determine not only
non-equilibrium state variables but also the dynamical variable (velocity) of fluid element,
when initial and boundary conditions are specified. Hence, via the basic equations, the fluid
velocity can be regarded as a function of thermodynamic state variables of fluid elements.
The evolution equations of fluid velocity and non-equilibrium vestiges are given by the
conservation laws of mass current vector and energy-momentum tensor as will be shown

3 As an advanced remark, recall that, in ordinary equilibrium thermodynamics, if there is an external field
such as a magnetic field applied on a magnetized gas, then the number of independent state variables
increases for both closed and open systems. Usually, the external field itself can be regarded as an
additional independent state variable. The same is true of the number of independent non-equilibrium
vestiges. In this paper, we consider no external field other than the external gravity (the metric), and the
metric can be regarded as an additional independent non-equilibrium vestige. However, for simplicity
and in order to focus our attention to intrinsic state variables of non-equilibrium states, we do not
explicitly show the metric as an independent state variable in all discussions in this paper.
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in next section. Then, in order to obtain the evolution equations of dissipative fluxes, we need
guiding principles. In the EIT, such guiding principles are the second law of thermodynamics
and the phenomenological requirement based on laboratory experiments summarized in
appendix 7. The fourth assumption of EIT is on these guiding principles:

Assumption 4 (Second Law and Phenomenology). The self-production rate of entropy by a fluid
element at spacetime point x, σs(x), is defined by the divergence of non-equilibrium entropy current
vector, σs := S μ

ne ;μ, where the detail of S μ
ne is not necessary at present and shown in Sec.3.2.

Concerning σs, EIT assumes the followings:

(4-a) Entropy production rate is non-negative, σs ≥ 0 (2nd law).

(4-b) Entropy production rate is expressed by the bilinear form,

σs = [Dissipative Flux] × [Thermodynamic force] , (3)

where, as explained below, the “thermodynamic force” is given by some gradients of state variables
which raises a dissipative flux, and the functional form of thermodynamic force should be consistent
with existing phenomenologies summarized in appendix 7. Concrete forms of them are derived in
Sec.3.2. �

The notion of thermodynamic force in requirement (4-b) is not a particular property of EIT.
Indeed, the thermodynamic force has already been known in classic laws of dissipations. For
example, the Fourier law, �q = −λ�∇T, implies that the temperature gradient, −�∇T, is the
thermodynamic force which raises the heat flux, �q, where λ is the heat conductivity. Also, it
is already known for the Fourier law that the entropy production rate is given by the bilinear
form, �q · (−�∇T) = q2/λ ≥ 0, where �q and −�∇T corresponds respectively to the dissipative
flux and thermodynamic force in the above requirement (4-b) (13; 14). The assumption 4 is
a simple extension of the local equilibrium theory to the local non-equilibrium theory. The
causality of dissipative phenomena is not retained by solely the assumption 4. Also, the
inclusion of interaction among dissipative fluxes is not achieved by solely the assumption 4.
The point of preservation of causality and inclusion of interaction among dissipations is
the definition of non-equilibrium entropy current, S μ

ne . As explained in next section, once
an appropriate definition of S μ

ne is given, the assumption 4 together with the other three
assumptions yields the evolution equations of dissipative fluxes which retain the causality
of dissipative phenomena and includes the interaction among dissipative fluxes.
To find the appropriate definition of S μ

ne , it should be noted that, unfortunately, some critical
problems have been found for the cases of strong dissipative fluxes; e.g. the uniqueness of
non-equilibrium temperature, Tne, and non-equilibrium pressure, pne, can not be established
in the present status of EIT (13; 14). These problems are the very difficult issues in
non-equilibrium physics. At present, the EIT seems not to be applicable to a non-equilibrium
state with strong dissipations. However, we can expect that, by restricting our discussion
to the case of weak dissipative fluxes, the difficult problems in non-equilibrium physics is
avoided and a well-defined entropy current, S μ

ne , is obtained. This expectation is realized by
adopting a perturbative method summarized in the following supplemental condition:

Supplemental Condition 1 (Second Order Approximation of Equations of State). Restrict our
interest to the non-equilibrium states which are not so far from equilibrium states. This means that
the dissipative fluxes are not very strong. Quantitatively, we consider the cases that the strength of
dissipative fluxes is limited so that the “second order approximation of equations of state” is appropriate:
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Some examples about non-equilibrium specific entropy, sne, and non-equilibrium temperature, Tne,
are (13; 14)

sne(εne, Vne, qμ, Π,
◦
Π μν) = seq(εeq, Veq) + [2nd order terms of qμ, Π and

◦
Π μν] (4a)

Tne(εne, Vne, qμ, Π,
◦
Π μν) = Teq(εeq, Veq) + [2nd order terms of qμ, Π and

◦
Π μν] , (4b)

where we choose εne, Vne, qμ, Π and
◦
Π μν as the independent state variables of non-equilibrium state

of each fluid element, and suffix “ne” denotes “non-equilibrium”. The quantities εne and Vne are
respectively the non-equilibrium specific internal energy and specific volume which are non-equilibrium

vestiges, and qμ, Π and
◦
Π μν are respectively the heat flux, bulk viscosity and shear viscosity which

are dissipative fluxes. In Eq.(4), the quantities with suffix “eq” are the state variables of “fiducial
equilibrium state”, which is defined as the equilibrium state of fluid element of an imaginary perfect
fluid (non-dissipative fluid) possessing the same value of fluid velocity and rest mass density with our
actual dissipative fluid. Then, seq(εeq, Veq) and Teq(εeq, Veq) in Eq.(4) are given by the equations
of state for fiducial equilibrium state. Note that, under the second order approximation (4), the
“non-equilibrium vestiges” are reduced to the state variables of fiducial equilibrium state. Also note
that, because of Eq.(2), no first order term of independent dissipative flux appears in Eq.(4). In
summary, Eq.(4) is the expansion of non-equilibrium equations of state about the fiducial equilibrium
state up to the second order of independent dissipative fluxes. Thus, the dissipative fluxes under this
condition are regarded as a non-equilibrium thermodynamic perturbation on the fiducial equilibrium
state. �

As will be shown in Sec.3.2, the basic equations of EIT is derived using not only the
assumptions 1 ∼ 4 but also the supplemental condition 1. Then, one may regard the
supplemental condition 1 as one of basic assumptions of EIT. However, in the study on
non-equilibrium physics, there seem to be some efforts to go beyond the second order
approximation required in supplemental condition 1 (13; 14). Thus, in this paper, let us
understand that the supplemental condition 1 is not a basic assumption but a supplemental
condition to make the four basic assumptions work well.
A quantitative estimate of the strength of dissipative fluxes for a particular situation has been
examined by Hiscock and Lindblom (10). They investigated an ultra-relativistic gas including
only a heat flux under the planar symmetry. We can recognize from the Hiscock-Lindblom’s
analysis that, for the system they investigated, the second order approximation of equations
of state such as Eq.(4) is valid for the heat flux, qμ, satisfying the inequality,

q
ρeq εeq

� 0.08898 , (5)

where q :=
√

qμqμ. Note that the density of internal energy of fiducial equilibrium state,
ρeq εeq, includes the rest mass energy of the fluid. Therefore, the inequality (5) implies that the
supplemental condition 1 is appropriate when the heat flux is less than a few percent of the
internal energy density including mass energy.
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3. Basic quantities and basic equations of EIT

3.1 Meanings of basic quantities and equations
The basic quantities of dissipative fluid in the framework of EIT:

uμ(x) : velocity field of dissipative fluid (four-velocity of dissipative fluid element)
ρne(x) : rest mass density for non-equilibrium state
εne(x) : non-equilibrium specific internal energy (internal energy per unit rest mass)
pne(x) : non-equilibrium pressure

Tne(x) : non-equilibrium temperature
qμ(x) : heat flux vector
Π(x) : bulk viscosity
◦
Π μν(x) : shear viscosity tensor
gμν(x) : spacetime metric tensor .

The specific volume, Vne (volume per unit rest mass), which is one of non-equilibrium
vestiges, is defined by

Vne(x) := ρne(x)−1 . (6)

These quantities will appear in the basic equations of EIT. 4 All of the above quantities are the
“field” quantities defined on spacetime manifold, and x denotes the coordinate variables on
spacetime. Quantities ρne, εne, pne and Tne are non-equilibrium vestiges, and quantities qμ, Π

and
◦
Π μν are the dissipative fluxes (see assumption 2).

Note that, it is possible to determine the values of uμ and ρne without referring to the other
thermodynamic state variables. The fluid velocity, uμ, is simply defined as the average
four-velocity of constituent particles in a fluid element. This definition of fluid velocity is
called the N-frame by Israel (11). The rest mass density, ρne, is simply defined by the rest
mass per unit three-volume perpendicular to uμ. Because uμ and ρne are determined without
the knowledge of local non-equilibrium state, the fiducial equilibrium state is defined with
referring to uμ and ρne as explained in the supplemental condition 1.
Then, the rest mass current vector, Jμ, is defined as

Jμ := ρne uμ . (7)

The relations between the basic quantities and energy-momentum tensor, Tμν, of dissipative
fluid are

ρne εne = uα uβ Tαβ (8a)

qμ = −Δμα uβ Tαβ (8b)

pne + Π =
1
3

Δαβ Tαβ (8c)

◦
Π μν =

[
Δμα Δνβ − 1

3
Δμν Δαβ

]
Tαβ , (8d)

4 In this paper, following the textbook of EIT (13; 14), we use the specific scalar quantities, which are
defined per unit rest mass. On the other hand, some references of EIT (9–12) use the density of those
scalar quantities, which are defined per unit three-volume perpendicular to uμ.
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where Δμν is a projection tensor on perpendicular direction to uμ defined as

Δμν := uμ uν + gμν . (9)

These relations (8) are simply the mathematically general decomposition of symmetric tensor
Tμν. For the observer comoving with the fluid, ρneεne is the temporal-temporal component
of Tμν, qμ the temporal-spatial component of Tμν, pne + Π the trace part of spatial-spatial

component of Tμν, and
◦
Π μν the trace-less part of spatial-spatial component of Tμν. Here,

note that pne and Π can not be distinguished by solely the relation (8c). However, we can
distinguish pne and Π, when the equations of state are specified in which the pressure and
bulk viscosity play different roles. Furthermore, as explained below, the basic equations of EIT
are formulated so that pne and Π are distinguished and obey different evolution equations.
Thus, we find that, given the basic quantities of dissipative fluid, the energy-momentum
tensor can be defined as

Tμν := ρne εne uμ uν + 2 u(μqν) + (pne + Π)Δμν +
◦
Π μν , (10)

where the symmetrization u(μqν) is defined as

u(μqν) :=
1
2
( uμ qν + uν qμ ) . (11)

From the normalization of uμ, symmetry Tμν = Tνμ and relations (8), we find some constraints
on basic quantities of dissipative fluid (11; 12):

uμuμ = −1 (12a)

uμqμ = 0 (12b)
◦
Π μν =

◦
Π νμ (12c)

uν

◦
Π μν = 0 (12d)
◦
Π μ

μ = 0 . (12e)

Of course, the metric is symmetric gμν = gνμ. These constraints denote that the independent
quantities are ten components of gμν, three components of uμ, three components of qμ, five

components of
◦
Π μν, five scalars ρne, εne, pne, Tne and Π. Here recall that, according to

assumption 3, some non-equilibrium equations of state should exist in order to guarantee
the number of independent state variables. Such equations of state may be understood as
constraints on state variables.
The ten components of metric gμν are determined by the Einstein equation,

Gμν = 8π Tμν , (13)

where Gμν := Rμν − (1/2) Rα
α gμν is the Einstein tensor, and Rμν is the Ricci curvature tensor.

Hence, in the framework of EIT, we need evolution equations to determine the remaining

independent sixteen quantities uμ, qμ,
◦
Π μν, ρne, εne, pne, Tne and Π.

Next, let us summarize the sixteen basic equations of EIT other than the Einstein equation.
Hereafter, for simplicity, we omit the suffix “eq” of the state variables of fiducial equilibrium
state,

ρ := ρeq , ε := εeq , p := peq , T := Teq , s := seq . (14)
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The five of the desired sixteen equations of EIT are given by the conservation law of rest mass,
Jμ

;μ = 0, and that of energy-momentum, Tμν
;ν = 0 :

•
ρ + ρ uμ

;μ = 0 (15a)

ρ
[ •

ε + (p + Π)
•
V
]
= −qμ

;μ − qμ •
uμ −

◦
Π μν uμ ; ν (15b)

( ρ ε + p + Π )
•
u μ = −•

q μ+qα
•
u α uμ−uα

;α qμ − qα uμ
;α−

[
(p + Π),α+

◦
Π β

α ;β

]
Δαμ , (15c)

where the non-equilibrium vestiges are reduced to the state variables of fiducial equilibrium
state due to the supplemental condition 1, and Eqs.(15) retain only the first order dissipative

corrections to the evolution equations of perfect fluid. Here,
•
Q is the Lagrange derivative of

quantity Q defined by

•
Q := uμ Q;μ . (16)

And, Eq.(15a) is given by Jμ
;μ = 0 which is the continuity equation (mass conservation) ,

Eq.(15b) is given by uμTμν
;ν = 0 which is the energy conservation and corresponds to the first

law of non-equilibrium thermodynamics in the EIT, and Eq.(15c) is given by ΔμαT β
α ;β = 0

which is the Euler equation (equation of motion of dissipative fluid).
Here, let us note the relativistic effects and number of independent equations. The relativistic

effects are qμ •
uμ in Eq.(15b), and (p + Π)

•
u μ and the terms including qμ in Eq.(15c).

Those terms do not appear in non-relativistic EIT (13; 14). And, due to the constraint
of normalization (12a), three components of Euler equation (15c) are independent, and
one component is dependent. Totally, the five equations are independent in the set of
equations (15).
The nine of desired sixteen equations of EIT are the evolution equations of dissipative
fluxes, whose derivation are reviewed in next subsection using the assumptions 1 ∼ 4 and
supplemental condition 1. According the next subsection or references of EIT (9; 11; 13; 14),
the evolution equations of dissipations are

τh
•
q μ = −

[
1 + λ T2

( τh
2λT2 uν

)
;ν

]
qμ − λ T

•
u μ + τh(q

ν •uν) uμ

−λ Δμν

[
T,ν − T2

{
βhb Π,ν + (1 − γhb)Π βbh ,ν + βhs

◦
Π α

ν ;α

+(1 − γhs) βhs ,α
◦
Π α

ν } ] (17a)

τb
•
Π = −

[
1 + ζ T

(
τb

2ζT
uμ

)
;μ

]
Π − ζ uμ

;μ + ζ T
(

βhb qμ
;μ + γhb qμ βhb ,μ

)
(17b)

τs
( ◦

Π μν
)•

= −
[

1 + 2 η T
(

τs

4ηT
uα

)
;α

]
◦
Π μν + 2 τs

•
uα

◦
Π α (μ uν)

−2 η [[ uμ;ν − T
{

βhs qμ;ν + γhs β
,μ

hs qν
}
]]◦ , (17c)
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where the symbolic operation [[ Aμν ]]◦ in the last term in Eq.(17c) denotes the traceless
symmetrization of a tensor Aμν in the perpendicular direction to uμ,

[[ Aμν ]]◦ := Δμα Δνβ A(αβ) −
1
3

Δμν Δαβ Aαβ . (18)

We find
◦
Π μν = [[ Tμν ]]◦ by Eq.(8d), and [[

◦
Π μν ]]◦ =

◦
Π μν.

The meanings of coefficients appearing in Eq.(17) are:

λ : heat conductivity
ζ : bulk viscous rate
η : shear viscous rate
τh : relaxation time of heat flux qμ

τb : relaxation time of bulk viscosity Π

τs : relaxation time of shear viscosity
◦
Π μν ,

(19a)

and

βhb : interaction coefficient between dissipative fluxes qμ and Π

βhs : interaction coefficient between dissipative fluxes qμ and
◦
Π μν

γhb : interaction coefficient between thermodynamic forces of qμ and Π

γhs : interaction coefficient between thermodynamic forces of qμ and
◦
Π μν ,

(19b)

where the thermodynamic forces of qμ, Π and
◦
Π μν, which we express respectively by symbols

Xμ
h , Xb and Xμν

s , are the quantities appearing in the bilinear form (3) as σs = qμ Xμ
h + Π Xh +

◦
Πμν Xμν

s .
In general, the above ten coefficients are functions of state variables of fiducial equilibrium
state. Those functional forms should be determined by some micro-scopic theory or
experiment of dissipative fluxes, but it is out of the scop of this paper.
The coefficients in list (19a) are already known in the classic laws of dissipations and
Maxwell-Cattaneo laws summarized in appendix 7. Note that the existence of relaxation
times of dissipative fluxes make the evolution equations (17) retain the causality of dissipative
phenomena. The relaxation time, τh, is the time scale in which a non-stationary heat flux
relaxes to a stationary heat flux. The other relaxation times, τb and τs, have the same meaning
for viscosities. These are positive by definition,

τh > 0 , τb > 0 , τs > 0 . (20)

Concerning the transport coefficients, λ, ζ and η, the non-negativity of them is obtained by
the requirement (4-a) in assumption 4 as explained in next subsection,

λ ≥ 0 , ζ ≥ 0 , η ≥ 0 . (21)

The coefficients in list (19b) denotes that the EIT includes the interaction among dissipative
fluxes, while the classic laws of dissipations and Maxwell-Cattaneo laws do not. (See
appendix 7 for a short summary.) Concerning the interaction among dissipative fluxes,
Israel (11) has introduced an approximation into the evolution equations (17). Israel ignores
the gradients of fiducial equilibrium state variables, as summarized in the end of next
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subsection. Then, Eq.(17) can be slightly simplified by discarding terms including the
gradients. Those simplified equations are shown in Eq.(34).
Given the meanings of all quantities which appear in Eq.(17), we can recognize
a thermodynamical feature of Eq.(17). Recall that the dissipative phenomena are
thermodynamically irreversible processes. Then, reflecting the irreversible nature, the evolution
equations of dissipative fluxes (17) are not time-reversal invariant, i.e. Eq. (17) are not
invariant under the replacement, uμ → −uμ and qμ → −qμ.
Here, let us note the relativistic effects and number of independent evolution equations of

dissipative fluxes. The relativistic effects are three terms including
•
u μ and three terms of

the form (© uμ);μ in right-hand sides of Eq.(17). Those terms disappear in non-relativistic
EIT (13; 14). And, due to the constraints in Eqs.(12) except Eq.(12a), the three components of
evolution equation (17a) and five components of evolution equation (17c) are independent.
Totally, nine equations are independent in the set of equations (17).
From the above, we have fourteen independent evolution equations in Eqs.(15) and (17). We
need the other two equations to determine the sixteen quantities which appear in Eqs.(15)
and (17). Those two equations, under the supplemental condition 1, are the equations of state
of fiducial equilibrium state. They are expressed, for example, as

p = p(ε, V) , T = T(ε, V) . (22)

The concrete forms of Eq.(22) can not be specified unless the dissipative matter composing the
fluid is specified.
In summary, the basic equations of EIT, under the supplemental condition 1, are Eqs.(15), (17)
and (22) with constraints (12), and furthermore the Einstein equation (13) for the evolution of
metric. With those basic equations, it has already been known that the causality is retained for
dissipative fluids which are thermodynamically stable. Here the “thermodynamic stability”
means that, for example, the heat capacity and isothermal compressibility are positive (9). The
positive heat capacity and positive isothermal compressibility are the very usual and normal
property of real materials. We recognize that the EIT is a causal hydrodynamics for dissipative
fluids made of ordinary matters.

3.2 Derivation of evolution equations of dissipations
Let us proceed to the derivation of Eqs.(17). In order to obtain them, we refer to the
assumption 4 and need the non-equilibrium entropy current vector, S μ

ne . The entropy current,

S μ
ne , is a member of dissipative fluxes (see assumption 2). Hereafter, we choose qμ, Π and

◦
Π μν

as the three independent dissipative fluxes (see assumption 3). Then S μ
ne is a dependent state

variable and should be expanded up to the second order of independent dissipative fluxes
under the supplemental condition 1 (11; 13; 14),

S μ
ne := ρne sne uμ +

1
T

qμ + βhb Π qμ + βhs qν

◦
Π νμ , (23)

where we assume the isotropic equations of state which will be explained below, the factor
ρne sne in the first term is expanded up to the second order of independent dissipative fluxes
due to the supplemental condition 1, the second term T−1qμ is the first order term of heat flux
due to the meaning of “heat” already known in the ordinary equilibrium thermodynamics,
and the third and fourth terms express the interactions between heat flux and viscosities
as noted in list (19b). These interactions between heat and viscosities are one of significant
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properties of EIT, while classic laws of dissipations and Maxwell-Cattaneo laws summarized
in appendix 7 do not include these interactions.
Before proceeding to the discussion on the bilinear form of entropy production rate, we should
give two remarks on Eq.(23): First remark is on the first order term of heat flux, T−1qμ. One
may think that this term is inconsistent with Eq.(2), since the differential, ∂(T−1qμ)/∂qμ =
T−1, does not vanish at local equilibrium limit. However, recall that the fluid velocity, uμ,
depends on the dissipative fluxes. Then, we expect a relation, ρne sne (∂uμ/∂qμ) = −T−1, by
which Eq.(2) is satisfied. The evolution equations of EIT should yield uμ so that S μ

ne satisfies
Eq.(2).
Second remark is on the second order terms of dissipative fluxes in Eq.(23), which reflect the
notion of isotropic equations of state. Considering a general form of those terms relates to
considering a general form of non-equilibrium equations of state. In general, there may be
a possibility for non-equilibrium state that equations of state depend on a special direction,
e.g. a direction of spinor of constituent particles, a direction of defect of crystal structure in
a solid or liquid crystal system, a direction originated from some turbulent structure, and
so on, which reflect a rather micro-scopic structure of the system under consideration. If a
dependence on such a special direction arises in non-equilibrium equations of state, then the
entropy current, S μ

ne , may depend on some tensors reflecting the special direction, and its
most general form up to the second order of independent dissipative fluxes is (9; 12–14)

S μ
ne := Eq.(23) + β′hb Π Aμαqα + β′hs Bαβqα

◦
Π βμ + β′′hs Cαβγμqα

◦
Πβγ + β′′′hs Dαβ

◦
Παβqμ

+β′bs Π
◦
Π μαEα + β′′hsΠ

◦
ΠαβFαβμ + β′bb Π2 Gμ + β′hh Hαqαqμ + β′′hh Iαβμqαqβ

+β′ss Jαβγ

◦
Π αβ

◦
Π γμ + β′′ss Kμ

◦
Π αβ

◦
Παβ ,

(24)

where Aμν · · · Kμ are the tensors reflecting the special direction. Although Eq.(24) is the most
general form of S μ

ne , the inclusion of such a special direction raises an inessential mathematical
confusion in following discussions. 5 Furthermore, recall that, usually, such a special direction
of micro-scopic structure does not appear in ordinary equilibrium thermodynamics which
describes the macro-scopic properties of the system. Thus, under the supplemental condition 1
which restricts our attention to non-equilibrium states near equilibrium states, it may be
expected that such a special direction does not appear in non-equilibrium equations of state.
Let us assume the isotropic equations of state in which the directional dependence does not exist,
and adopt Eq.(23) as the equation of state for S μ

ne . 6

Here, since a non-equilibrium factor, ρne sne, appears in Eq.(23), we need to show
the non-equilibrium equation of state for it. Adopting the isotropic assumption, the
non-equilibrium equation of state (4a) for sne becomes (13; 14),

ρne sne(εne, Vne, qμ, Π,
◦
Π μν) = ρ s(ε, V)− ah qμ qμ − ab Π2 − as

◦
Π μν

◦
Πμν , (25)

5 There may be a possibility that the factor tensors are gradients of fiducial equilibrium state variable, e.g.
Kμ ∝ ε

,μ
ne . Those gradients are not micro-scopic quantity. However, in thermodynamics, it is naturally

expected that equations of state do not depend on gradients of state variables but depend only on the
state variables themselves. Furthermore, if complete nonequilibrium equations of state do not include
gradients of state variables, their Tayler expansion can not include gradients in the expansion factors.

6 When one specifies the material composing the dissipative fluid, and if its non-equilibrium equations
of state have some directional dependence, then the same procedure given in Sec. 3.2 provides the basic
equations of EIT depending on a special direction.
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where the suffix “eq” of state variables of fiducial equilibrium state in right-hand side
are omitted as noted in Eq.(14), the expansion coefficients, ah, ab and as, are functions of
fiducial equilibrium state variables, and the minus sign in front of them expresses that the
non-equilibrium entropy is less than the fiducial equilibrium entropy. Concrete forms of those
coefficients will be obtained below.
On the specific entropy of fiducial equilibrium state, s(ε, V), the first law of thermodynamics
for fiducial equilibrium state is important in calculating the bilinear form of entropy

production rate (3), T
•
s =

•
ε + p

•
V. Combining the first law of fiducial equilibrium state with

the energy conservation (15b), we find

ρ
•
s +

1
T

qμ
;μ = − 1

T
(

uμ
;μ Π +

•
uμqμ + uμ;ν

◦
Π μν

)
, (26)

where Eq.(15a) is used in deriving the first term in right-hand side. This relation is used in
following calculations.
Given the above preparation, we can proceed to calculation of the bilinear form of entropy
production rate. The entropy production rate is defined as the divergence, σs := S μ

ne ;¯, as
already given in assumption 4. Then, according to Eq.(3), σs should be rearranged to the
bilinear form (13; 14),

σs := S μ
ne ;¯ = qμ Xμ

h + Π Xb +
◦
Πμν Xμν

s , (27)

where the factors, Xμ
h , Xb and Xμν

s , are the thermodynamic forces. To determine the concrete
forms of thermodynamic forces, let us carry out the calculation of the divergence, S μ

ne ;¯ of
Eq.(23). We find immediately that the divergence includes the differentials of βhb and βhs as,

S μ
ne ;¯ = Π qμβhb,μ +

◦
Π μνqνβhs,μ + · · · . The assumptions 1 ∼ 4 can not determine whether the

term Π qμβhb,μ should be put into qμ Xμ
h or Π Xb in Eq.(27), and whether the term

◦
Π μνqνβhs,μ

should be put into qμ Xμ
h or

◦
Πμν Xμν

s in Eq.(27). Hence, we introduce additional factors, γhb
and γhs, to divide those terms so that the three terms in Eq.(27) become (9)

qμ Xμ
h = qμ

[
(1 − γhb)Π β

,μ
hb + (1 − γhs)

◦
Π μνβhs,ν + · · ·

]
Π Xb = Π

[
γhb qμβhb,μ + · · ·

]
◦
Πμν Xμν

s =
◦
Πμν

[
γhs qνβ

,μ
hs + · · ·

]
.

(28)

Note that γhb and γhs are included in thermodynamic forces. The factor γhb connects Xμ
h and

Xb, and γhs connects Xμ
h and Xμν

s . Therefore, we can understand that these factors, γhb and
γhs, are the kind of interaction coefficients among thermodynamic forces as noted in list (19b).
Then, using Eqs.(25) and (26), we obtain the concrete forms of X’s,

Xμ
h = −2 ah

•
q μ −

(
ahuα

)
;α uμ − 1

T
•
u μ − 1

T2 T,μ

+βhb Π,μ + (1 − γhb) β
,μ

hb Π + βhs
◦
Π μα

;α + (1 − γhs) βhs ,α
◦
Π αμ

Xb = −2 ab
•
Π −

(
abuα

)
;α Π − 1

T
uμ

;μ + βhb qμ
;μ + γhb βhb,μ qμ

Xμν
s = −2 as

( ◦
Π μν

)• − (
asuα

)
;α

◦
Π μν − 1

T
uμ;ν + βhs qμ;ν + γhb β

,μ
hb qν .

(29)
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Obviously these thermodynamic forces include
•
q μ,

•
Π and (

◦
Π μν)•. Then, as reviewed bellow,

making use of this fact and assumption 4 enables us to obtain the evolution equations of
dissipative fluxes in the form, [dissipative flux]• = · · · .
Thermodynamic forces, Xμ

h and Xμν
s shown in Eq.(29), have some redundant parts. For Xμ

h ,
its component parallel to uμ is redundant, because we find qμ Xμ

h = qμ (ΔμνXν
h) due to the

constraint (12b). For Xμν
s , its trace part and components parallel to uμ are redundant, because

we find
◦
Πμν Xμν

s =
◦
Πμν [[ Xμν

s ]]◦ due to the relation
◦
Π μν = [[

◦
Π μν ]]◦, where the operation

[[ · ]]◦ are defined in Eq.(18). Therefore, Eq.(27) becomes

σs := S μ
ne ;¯ = qμ (ΔμνXν

h) + Π Xb +
◦
Πμν [[ Xμν

s ]]◦ . (30)

This is understood as an equation of state for σs. Hence, we obtain the following relations due
to supplemental condition 1 and Eq.(2),

ΔμνXν
h = bh qμ , Xb = bb Π , [[ Xμν

s ]]◦ = bs
◦
Π μν , (31)

where the coefficients, bh, bb and bs, are functions of fiducial equilibrium state variables.
Concrete forms of them are determined as follows: According to the requirement (4-b)
in assumption 4, Eq.(31) should be consistent with existing phenomenologies even in
non-relativistic cases. As such reference phenomenologies, we refer to the Maxwell-Cattaneo
laws, which are summarized in appendix 7. By comparing Eq.(31) with the Maxwell-Cattaneo
laws in Eq.(48), the unknown coefficients are determined (13; 14),

ah =
τh

2 λ T2 , ab =
τb

2 ζ T
, as =

τs

4 η T
, bh =

1
λ T2 , bb =

1
ζ T

, bs =
1

2 η T
, (32)

where λ, ζ, η, τh, τb and τs are shown in list (19a). By Eq.(3), non-negativity of coefficients (21)
is obtained.
Then, by substituting those coefficients (32) into the concrete forms of thermodynamic forces

given in Eq.(29), Eq.(31) are rearranged to the form of evolution equations, τh
•
q μ = · · · ,

τb
•
Π = · · · and τs (

◦
Π μν)• = · · · (9; 13; 14). These are the evolution equations of dissipative

fluxes shown in Eq.(17).
Finally in this section, summarize a discussion given in an original work of EIT (11): Under
the supplemental condition 1, the dissipative fluxes appearing in Eqs.(15) and (17) are not so
strong. Then, there may be many actual situations that the gradients of fiducial equilibrium
state variables are also week. Motivated by this consideration, Israel (11) has introduced an
additional supplemental condition:

Supplemental Condition 2 (A strong restriction by Israel). The order of gradient of any state
variables of fiducial equilibrium state is at most the same order with dissipative fluxes,

k
∂[fiducial equilibrium state variables]

∂xμ � O([dissipative fluxes]) , (33)

where k is an appropriate numerical factor to make the left- and right-hand sides have the same
dimension. �
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This condition restricts the applicable range of EIT narrower than the supplemental
condition 1. However, as discussed by Israel (11), if one adopts this condition, then the
evolution equations of dissipative fluxes (17) are simplified by discarding the terms of
[dissipative fluxes]×[gradients of fiducial equilibrium state variable],

τh
•
q μ = −qμ − λT

•
u μ − λ Δμν

[
T,ν − T2

(
βhb Π,ν + βhs

◦
Π α

ν ;α

)]
(34a)

τb
•
Π = −Π − ζ uμ

;μ + βhb ζ T qμ
;μ (34b)

τs
( ◦

Π μν
)•

= −
◦
Π μν − 2 η [[ uμ;ν − T βhs qμ;ν ]]◦ . (34c)

However, Hiscock and Lindblom (9) point out that the condition 2 may not necessarily be
acceptable, for example, for the stellar structure in which the gradients of temperature and
pressure play the important role. Furthermore, as implied by Eq.(17), when the interaction
coefficients among thermodynamic forces, γhb and γhs, are very large, the terms including
differentials βhb,μ and βhs,μ can not necessarily be ignored.

4. EIT and radiative transfer

4.1 Overview of one limit of EIT
As mentioned at the end of Sec.3.1, if and only if the dissipative fluid is made of
thermodynamically normal matter with positive heat capacity and positive isothermal
compressibility (the “ordinary matter”), then the EIT is a causally consistent phenomenology
of the dissipative fluid with including interactions among dissipations (9). Then, it
is necessary to make a remark on the hydrodynamic and/or thermodynamic treatment of
non-equilibrium radiation field, because, as will be explained below, a radiation field changes
its character according to the situation in which the radiation field is involved. Here
the “radiation field” means the matters composed of non-self-interacting particles such
as gravitons, neutrinos (if it is massless) and photons (with neglecting the quantum
electrodynamical pair creation and annihilation of photons in very high temperature states).
Hereafter, the “photon”means the constituent particle of radiation field.
Some special properties of non-equilibrium state of radiation field have been investigated:
Wildt (28) found some strange property of entropy production process in the radiation field,
and Essex (2; 3) recognized that the bilinear form of σs given in Eq.(3) is incompatible with
the non-equilibrium state of radiation field in optically thin matters. This denotes that the
EIT can not be applied to non-equilibrium radiation fields in optically thin matters. In other
words, the formalism of EIT becomes applicable to non-equilibrium radiative transfer at the
limit of vanishing mean-free-path of photons as considered by Udey and Israel (27) and by Fort
and Llebot (4). And no thermodynamic formulation of non-equilibrium radiation field in
optically thin matters had not been constructed until some years ago. Then, one of present
authors constructed explicitely a steady state thermodynamics for a stationary non-equilibrium
radiation field in optically thin matters (25), where the energy flow in the non-equilibrium
state is stationary. As shown in this section, the steady state thermodynamics for a radiation
field, which is different from EIT, is inconsistent with the bilinear form of entropy production
rate. Inconsistency of EIT with optically thin radiative transfer is not explicitly recognized in
the standard references of EIT (11–14).
Before showing a detailed discussion on non-equilibrium radiation in optically thin matters,
let us summarize the point of radiation theory in optically thick matters: The collisionless
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nature of photons denotes that, when photons are in vacuum space in which no matter
except photons exists, any dissipative flux never arises in the gas of photons (e.g. see §63 in
Landau-Lifshitz’s textbook (18)). Hence, the traditional theory of radiative energy transfer (17)
has been applied to a mixture of a radiation field with a matter such as a dense gas or
other continuous medium. In the traditional theory, it is assumed that the medium matter
is dense (optically thick) enough to ignore the vacuum region among constituent particles of
the matter. Then, the successive absorptions and emissions of photons by constituent particles
of medium matter make it possible to assume that the photons are as if in local equilibrium
states whose temperatures equal those of local equilibrium states of the dense medium
matter. Some extensions of this traditional (local equilibrium) theory to local non-equilibrium
radiative transfer in optically thick matters have already been considered by, for example,
Udey-Israel (27) and Fort-Llebot (4) in the framework of EIT. In their formulations, the local
non-equilibrium state of radiation at a spacetime point is determined with referring to the
local non-equilibrium state of dense medium matter at the same point, and the successive
absorptions and emissions of photons by constituent particles of medium matter mimics the
dissipation for radiation field. Due to this mimic dissipation, the EIT’s formalism becomes
applicable to non-equilibrium radiation field in continuous medium matter (4; 27).
Then, consider a non-equilibrium radiation in optically thin matters: When the
mean-free-path of photons is long and we can not neglect the effect of free streaming of
photons, the notion of mimic dissipation becomes inappropriate, because photons in the free
streaming do not interact with other matters. Then, the evolution of non-equilibrium radiation
field with long mean-free-path can never be described in the framework of EIT, since the EIT is
the theory designed for dissipative fluids. This appears as the inconsistency of bilinear form of
entropy production rate (3) with non-equilibrium radiation in optically thin matter, which can
be concretely explained with using the steady state thermodynamics for a radiation field (25).
The remaining of this section is for the explanation of such inconsistency.

4.2 Inconsistency of EIT with optically thin radiative transfer
A significant case of radiation field in optically thin matters is the radiation field in vacuum
space, where the “vacuum” means that there exists no matter except a radiation field. As
an example of a non-equilibrium radiation in vacuum space or with long mean-free-path of
photons, let us investigate the system shown in Fig.1. For simplicity, we consider the case that
any effect of gravity is neglected, and our discussion is focused on non-equilibrium physics
without gravity. Furthermore, we approximate the speed of light to be infinity, which means
that the size of the system shown in Fig.1 is small enough.
In the system shown in Fig.1, a black body is put in a cavity. The inner and outer black bodies
are individually in thermal equilibrium states, but those equilibrium states are different,
whose equilibrium temperatures are respectively Tin and Tout. In the region enclosed by the
two black bodies, there exists no matter except the radiation fields emitted by those black
bodies. The photons emitted by the inner black body to a spatial point �x, which propagate
through the shaded circle shown in Fig.1, have the temperature Tin. The other photons emitted
by the outer black body have the temperature Tout. Therefore, although the inner and outer
black bodies emit thermal radiation individually, the radiation spectrum observed at a point
�x is not thermal, since the spectrum has different temperatures according to the direction
of observation. Furthermore, the directions and solid-angle around a point �x covered by
the photons emitted by inner black body, which is denoted by the shaded circle shown in
Fig.1, changes from point to point in the region enclosed by the two black bodies. Hence, the
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Tout x

Tin gin( x )

Fig. 1. A steady state of radiation field, which possesses a stationary (steady) energy flow in
fixing temperatures Tin and Tout. The non-equilibrium nature of this radiation field arises
from the temperature difference. This is a typical model for non-equilibrium radiations in
vacuum space or with long mean-free-path of photons. Even if the temperature difference is
so small that the energy flux is weak and satisfies Eq.(5), the time evolution of quasi-steady
processes of this radiation field can not be described by the EIT.

radiation field is in local non-equilibrium sates, whose radiation spectrum at one point is not
necessarily the same with that at the other point. However, differently from Udey-Israel and
Fort-Llebot theories (4; 27), there exists no reference non-equilibrium state of medium matter
for the local non-equilibrium states of radiation shown in Fig.1, since the non-equilibrium
radiation is in the vacuum region between two black bodies. The non-equilibrium radiation
shown in Fig1 is essentially different from those in optically thick medium. The system
shown in Fig.1, which is composed of two black bodies and non-equilibrium radiation
field between them, can be regarded as a representative toy model of radiative transfer
with long mean-free-path of photons, and, when we focus on the non-equilibrium radiation
field, it is a typical model of non-equilibrium radiation in vacuum space. Note that, when
the temperatures Tin and Tout are fixed to be constant, the local non-equilibrium state of
radiation at �x has a stationary (steady) energy flux, �j(�x), due to the temperature difference.
A non-equilibrium thermodynamic formulation has already been constructed for those steady
states of radiation field by one of present authors (25).
When the steady non-equilibrium radiation system shown in Fig.1 is compared with the heat
conduction in continuum matters, one may expect that the energy flux in non-equilibrium
radiation field, �j, corresponds to the heat flux in non-equilibrium continuum. Hence,
according to the assumptions 2, 3 and 4, one may think it natural to assume that �j is the
dissipative flux which is the state variable characterizing non-equilibrium nature of steady
states of radiation field in vacuum, and its entropy production rate is expressed by the bilinear
form (3). However, from steady state thermodynamics for a radiation field (25), it is concluded
that the bilinear form of entropy production rate fails to describe an evolution of the system
shown in Fig.1.
In order to review this fact, we need three preparations. First one is that the energy flux,
�j, is not a state variable of the system shown in Fig.1. To explain it, recall that, in any
thermodynamic theory, there exists a thermodynamic conjugate state variable to any state
variable. Therefore, if�j is a state variable, there should exist a conjugate variable to�j. Here,
for example, the temperature T which is conjugate to entropy S has a conjugate relation,
T = −∂F/∂S, where F is the free energy. In general, thermodynamic conjugate variable
can be obtained as a partial derivative of an appropriate thermodynamic functions such as
internal energy, free energy, enthalpy and so on, which are related to each other by Legendre
transformations. However, the following relation is already derived in the steady state
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thermodynamics for a radiation field (25),

∂Frad
∂j

= 0 , (35)

where j = |�j| and Frad is the free energy of steady non-equilibrium radiation field. This
denotes that thermodynamic conjugate variable to�j does not exit, and�j can never be a state
variable of the system shown in Fig.1. Hence, if we apply the EIT’s formalism to the steady
non-equilibrium radiation field, the energy flux,�j, can not appear as a dissipative flux in the
assumptions 2, 3 and 4.
Second preparation is to show the steady state entropy and two non-equilibrium state
variables which are suitable to characterize the steady non-equilibrium radiation field instead
of energy flux. The steady state thermodynamics for a radiation field (25) defines the density
of steady state entropy, srad(�x), as

srad(�x) := gin(�x) seq(Tin) + gout(�x) seq(Tout) , (36)

where gin(�x) is the solid-angle of the shaded circle shown in Fig.1 divided by 4π, gout(�x) is
the same for the remaining part of solid-angle around�x satisfying gin + gout = 1 by definition,
and seq(T) is the density of equilibrium entropy of thermal radiation with equilibrium
temperature T,

seq(T) :=
16 σsb

3
T3 , (37)

where σsb := π2/60h̄3 is the Stefan-Boltzmann constant. And, the other two state variables
characterizing the steady states are a temperature difference and a kind of entropy difference,
defined as

τrad := Tin − Tout (38a)

ψrad(�x) := gin(�x) gout(�x)
[

seq(Tin)− seq(Tout)
]

, (38b)

where we assume Tin > Tout without loss of generality. If we apply the EIT’s formalism to the
system shown in Fig.1, the state variables characterizing the steady non-equilibrium radiation,
τrad and ψrad, should be understood as the dissipative fluxes in the assumptions 2, 3 and 4.
Third preparation is the notion of quasi-steady process. When the temperatures of inner and
outer black bodies, Tin and Tout, are kept constant, the non-equilibrium state of radiation
field shown in Fig.1 is stationary. However, if the whole system composed of two black
bodies and radiation field between them is isolated from the outside of outer black body,
then the whole system should relax to an equilibrium state in which the two black bodies
and radiation field have the same equilibrium temperature. If the relaxation process proceeds
so slowly, it is possible to approximate the time evolution of the slow relaxation as follows:
The inner black body is in thermal equilibrium state of equilibrium temperature Tin(t) at each
moment of time t during the relaxation process. This means that the thermodynamic state of
inner black body evolves on a sequence of equilibrium states in the space of thermodynamic
states. This is the so-called quasi-static process in the ordinary equilibrium thermodynamics.
Therefore, we can approximate the evolution of inner body by a quasi-static process. Also
the evolution of outer black body is a quasi-static process on a sequence of equilibrium states
which is different from that of inner black body’s evolution. Then, at each moment of the
slow relaxation process, the thermodynamic state of radiation field between two black bodies
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is regarded as a steady non-equilibrium state which possesses the state variables given in
Eqs.(36) and (38). This implies that, during the slow relaxation process of the whole system,
the non-equilibrium radiation field evolves on a sequence of steady non-equilibrium states
in the space of thermodynamic states. This is the quasi-steady process of non-equilibrium
radiation field.
Given the above three preparations, we can show the inconsistency of EIT’s formalism with
non-equilibrium radiation fields in vacuum or with long mean-free-path of photons: To show
it, we try to apply the EIT’s formalism to the system shown in Fig.1, and will result in a failure.
In order to satisfy the supplemental condition 1, which requires a sufficiently weak energy flux
such as the inequality (5) for dissipative matters, we consider the case with a sufficiently small
temperature difference between two black bodies,

Tin = Tout + δT , (39)

where τrad = δT 
 erad, and erad is the energy density of steady non-equilibrium radiation
field whose explicit definition (25) is not necessary here. Then, let us isolate the whole
system composed of two black bodies and non-equilibrium radiation field from the outside
of outer black body. The isolated whole system relaxes to an equilibrium state. Here, we
focus our attention to the case of slow evolution of the relaxation process, which is regarded
as a quasi-steady process. In this case, the time evolutions of temperatures are described
by quantities, Tout(t) and δT(t), where t is the time during the relaxation process. Under
the assumption that the EIT’s formalism works well for non-equilibrium radiation fields in
vacuum or with long mean-free-path of photons, the time evolutions of Tout(t) and δT(t)
should be determined by the EIT’s formalism, in which the evolution equations of dissipative
fluxes are obtained from the entropy production rate as reviewed in Sec. 3.2. Due to the
requirement (4-b) in assumption 4, the entropy production rate of the relaxation process at
time t at point �x, σrad(t,�x), should be expressed by the bilinear form with using τrad and ψrad,

σrad = τrad Xτ + ψrad Xψ , (40)

where Xτ and Xψ are respectively thermodynamic forces of τrad and ψrad. Then, because
Eq.(40) is a non-equilibrium equation of state for σrad, the supplemental condition 1 together
with Eq.(2) gives the relations,

Xτ(t,�x) = λτ(t,�x) τrad(t),
Xψ(t,�x) = λψ(t,�x)ψrad(t,�x) , (41)

where λτ and λψ are functions of fiducial equilibrium state variables which depend on t and
�x, and their non-negativity, λτ ≥ 0 and λψ ≥ 0, are obtained by the requirement (4-a) in
assumption 4.
On the other hand, using the explicit form of srad in Eq.(36), σrad is given by

σrad(t,�x) :=
∂srad(t,�x)

∂t

= 16 σsb

[
gin(�x) Tin(t)2 dTin(t)

dt
+ gout(�x) Tout(t)2 dTout(t)

dt

]
, (42)

where Tin(t) = Tout(t) + δT(t). Here, one may think that σrad should include an entropy
production due to the evolution of two black bodies. But, at the point �x in the region enclosed
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by two black bodies, there exists only the non-equilibrium radiation field and the entropy
production at that point should be due only to the non-equilibrium radiation field. Therefore,
σrad does not include contributions of entropies of black bodies.
In order to obtain the explicit forms of Xτ and Xψ from σrad in Eq.(42), we need to replace the
pair of quantities ( Tout , δT ) in Eq.(42) with the pair ( τrad , ψrad ). This replacement is carried
out with the relations, τrad = δT and ψrad � 16 σsb gin gout [ T2

out δT + Tout δT2 ] up to O(δT2)
due to supplemental condition 1. Then, Eq.(42) is rearranged to

σrad =
1
D

[
τrad Zτ + ψrad Zψ + τrad ψrad Zτψ

]
, (43a)

where

Zτ := 16 σsb gin gout τ3
rad

(
A−2 σsb gin gout τ2

rad

) [
∂ψrad

∂t
+16 σsbgin gout τ2

rad
dτrad

dt

]
(43b)

Zψ := −A ψrad
dτrad

dt
(43c)

Zτψ :=
[

A + 2 σsb gin gout (1 − 4 gout) τ2
rad

] [
∂ψrad

∂t
+ 16 σsb gin gout τ2

rad
dτrad

dt

]

+2 σsb gin gout τrad ψrad
dτrad

dt
(43d)

D := 8 gin gout τ2
rad A (A − 2 σsb gin gout τ2

rad) (43e)

A :=
√

σsb gin gout τrad ( 4 σsb gin gout τ3
rad + ψrad ) . (43f)

Therefore, with introducing an supplemental factor γrad, we obtain explicit forms of
thermodynamic forces as

Xτ =
1
D

[
Zτ + γrad ψrad Zτψ

]
, Xψ =

1
D

[
Zψ + (1 − γrad) τrad Zτψ

]
, (44)

where γrad should be generally a function of fiducial equilibrium state variables which
depend on t and �x.
Hence, from Eqs.(41) and (44), we obtain two equations,

D λτ τrad = Zτ + γrad ψrad Zτψ , D λψ ψrad = Zψ + (1 − γrad) τrad Zτψ . (45)

Here, recall that we are now seeking the evolution equations of Tout(t) and δT(t) = τrad(t),
which should be ordinary differential equations about time t. However, it is improbable to
adjust the factors, γrad(t,�x), λτ(t,�x) and λψ(t,�x), so as to exclude the �x-dependence from
Eq.(45) and yield the ordinary differential equations about t. Thus, evolution equations
of Tout(t) and δT(t) can not be obtained in the framework of EIT. We conclude that the
EIT’s formalism fails to describe non-equilibrium radiation field in vacuum or with long
mean-free-path of photons.
As explained above, EIT is not applicable to optically thin radiative transfer. However,
a thermodynamic formulation for a stationary non-equilibrium radiation field in optically
thin matters, which is different from EIT, has been constructed (25). On the other hand,
some efforts for describing non-equilibrium radiative transfer in optically thin astrophysical
systems are now under the challenge, in which the so-called equation of radiative
transfer is solved numerically under suitable approximations and assumptions (e.g. see a
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spatially tree-dimensional simulation for pseudo-Newtonian model by Kato, Umemura and
Ohsuga (16)). However, thermodynamic and/or hydrodynamic formulation of non-stationary
non-equilibrium radiation field in optically thin matters remains as an open and challenging
issue.

5. Concluding remark

We have provided a comprehensive understanding of EIT, which is summarized in the
basic assumptions and additional supplemental conditions shown in Sec.2. Also the limit
of EIT, which is not explicitly recognized in standard references of EIT (11; 13; 14), has
been summarized in Sec.4. Then, we end this chapter with the following remark on a tacit
understanding common to EIT and classic laws of dissipations (Navier-Stokes and Fourier
laws).
In the EIT, while thermodynamic state variables are treated via the second order dissipative
perturbation as shown in supplemental condition 1, the dynamical variable (fluid velocity)
is not subjected to the dissipative perturbation and remains as a function of independent

thermodynamic state variables, uμ(εne, Vne, qα, Π,
◦
Π αβ). This implies that we have a tacit

understanding as follows: Weak dissipative fluxes under supplemental condition 1 can raise
a dissipative flow whose fluid velocity is essentially different from any fluid velocity of
a perfect fluid’s flow and can not be regarded as a perturbation of a perfect fluid’s flow.
If such a dissipative flow exits, then it can be described by the evolution equations (15)
and (17). However, if some dissipative flow with weak dissipative fluxes is a perturbative

flow of a perfect fluid’s flow, then we should subject uμ(εne, Vne, qα, Π,
◦
Π αβ) to the dissipative

perturbation, uμ = uμ

(p)(εeq, Veq) + δuμ, where δuμ is the velocity perturbation due to

weak dissipative fluxes and uμ

(p) is the flow of a back-ground perfect fluid determined
independently of dissipative fluxes. In this case, the EIT’s basic equations (15) and (17) should
also be rearranged into a perturbative form. (The present author is writing a paper of the
dissipative perturbation of fluid velocity.)
Note that the classic laws of dissipations are extracted from EIT’s basic equations (15) and (17)
by the limiting operation, τh,b,s → 0 and βhb,hs → 0 (vanishing relaxation time and interaction
among dissipative fluxes). This means that the classic laws are also restricted to weak
dissipations (in non-relativistic case). Thus, the remark given in previous paragraph is also
true of the classic laws of dissipations.
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7. Appendix

A. Non-relativistic phenomenology of heat flux and viscosities

This appendix summarizes non-relativistic phenomenology of heat flux and viscosities. In
this appendix, tensors are expressed as three dimensional quantities on three dimensional
Euclidean space. The classic laws of dissipations for heat flux and viscosities are summarized
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by the following three relations:

Fourier law : �q = −λ �∇T (46a)

Stokes law : Π = −ζ �∇ ·�v (46b)

Newton law :
◦
Πij = −2η

◦
vij , (46c)

where T is the local equilibrium temperature, �q and λ are respectively the heat flux and heat

conductivity, Π and ζ are respectively the bulk viscosity and bulk viscous rate,
◦
Πij and η are

respectively the shear viscosity and shear viscous rate, and �v and
◦
vij are respectively the fluid

velocity and shear velocity tensor defined as

◦
vij := ∂(ivj) −

1
3
(�∇ ·�v) gij , (47)

where gij is the metric of Euclidean space. Navier-Stokes equation is obtained by substituting
Stokes and Newton laws into the non-relativistic version of Euler equation (15c), in which the
second and third terms in left-hand side and the terms including qμ in right-hand side are the
relativistic effects and disappear in non-relativistic case.

It should be emphasized that time derivatives of dissipative fluxes �q, Π and
◦
Πij are not

included in Eq.(46). This means that the classic laws of dissipations are phenomenological
relations under the assumption that relaxation times of dissipative fluxes are zero. For
example, it is assumed in the Fourier law that a non-stationary heat flux, �q(t,�x), relaxes
instantaneously to a stationary one, �q(�x), where �x is the spatial coordinates. Therefore, the
retarded effects of dissipative fluxes are ignored in the classic laws of dissipations. This
results in an infinitely fast propagation of perturbation of dissipative fluxes (13; 14). Hence,
Eq.(46) can not describe dynamical dissipative phenomena whose dynamical time scale is
comparable to the relaxation time scale of dissipative fluxes. This is the limit of Eq.(46) in
either non-relativistic and relativistic cases. Especially in relativistic cases, Eq.(46) violates the
causality of dissipative phenomena.
In order to consider the retarded effects of dissipative fluxes, the simplest modification of
Eq.(46) is to introduce the time derivative (Lagrange derivative) of dissipative fluxes. This
simple modification yields the phenomenological relations, which is called Maxwell-Cattaneo
laws (13; 14):

τh
d�q
dt

+�q = −λ �∇T , τb
dΠ
dt

+ Π = −ζ �∇ ·�v , τs
d

◦
Πij

dt
+

◦
Πij = −2η

◦
vij , (48)

where dQ/dt = ∂Q/∂t + (�v · �∇)Q is the Lagrange derivative in three dimensions, τ’s are
the relaxation times of dissipative fluxes. The finite speed of propagation of dissipative
perturbation can be obtained by these laws. However, note that the three phenomenological
relations in Maxwell-Cattaneo laws (48) are independent each other. Therefore, the heating
of fluid due to viscous flow and the occurrence of viscous flow due to heat flux can not
be described by Eq.(48). This means that the interactions among dissipative fluxes are not
introduced in the Maxwell-Cattaneo laws. On the other hand, the EIT includes not only
the finite propagation speed of dissipative effects but also the interactions among dissipative
fluxes, which are represented by the coefficients in lists (19). Furthermore, it is theoretically
important to emphasize that, while the Maxwell-Cattaneo laws in Eq.(48) lack a systematic
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way how to add time derivative (Lagrange derivative) of dissipative fluxes, the framework of
EIT gives the systematic method of introducing the Lagrange derivative of dissipative fluxes into their
evolution equations. The EIT is extendible to the other dissipation mechanisms such as diffusion
among several components of fluid particles and electro-magnetic dissipation in plasma
fluid (13; 14). Accepting EIT seems to be more promising than accepting Maxwell-Cattaneo
laws.

B. Covariant derivative

On flat space, e.g. two dimensional Euclidean space R2, the derivative of a vector field Va

(a = 1, 2 expressing the coordinates on R2),

∂Va

∂xb := lim
δxb→0

Va(xb + δxb)− Va(xb)

δxb , (49)

is defined with using the notion of “parallel transport” along xb-axis. In Eq.(49), the vector at
point of xb + δxb is parallel transported to the point of xb along xb-axis, then the difference
between the transported vector and the original vector at xb is calculated.
On curved spacetime, the “parallel transport” is defined so as to match with the “curved
shape” of spacetime. The metic, which is the tensor field gμν of second rank, expresses the
curved shape of the spacetime, where μ and ν denote the components of metric like Va of
a vector in the previous paragraph. The length, ds, of the spacetime between infinitesimally
near points xμ and xμ + dxμ is given as,

ds2 = gμν dxμ dxν , (50)

where left-hand side is the square of length ds2, and xμ denotes the coordinates on the
spacetime. (For example, for two dimensional Minkowski spacetime, ds2 = −dt2 + dx2

with “rectangular coordinates” (t, x), which denotes the components of metric, gμν =
diag.(−1, 1) where diag. means the “diagonal matrix form”.) Then, in following the standard
consideration in differential manifold, the covariant derivative of a vector field Wμ is given
as,

Wμ
;ν := lim

δxν→0

Txν [Wμ(xν + δxν)]− Wμ(xν)

δxν
, (51)

where Txν [Wμ] is the parallel transport of Wμ to point xν along xν-axis in curved spacetime.
The parallel transport is explicitly expressed with using the metric, and results in

Wμ
;ν = Wμ

,ν + Γμ
ναWα , (52)

where the Einstein’s rule of contraction (the same indices appearing in upper and lower
positions are summed, e.g. WμXμ = W0X0 + W1X1 + W2X2 + W3X3 for coordinates
(x0, x1, x2, x3) ) is used, Γμ

να is the so-called Christoffel symbol given as

Γμ
να :=

1
2

gμβ
(

gνβ ,α + gβα ,ν − gνα ,β

)
, (53)

and the comma denotes the formal calculation of partial derivative,

Wμ
,ν := lim

δxν→0

Wμ(xν + δxν)− Wμ(xν)

δxν
. (54)
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In flat spacetime, Γα
μν = 0, and the covariant derivative (52) reduces to the partial

derivative (49). Some important results of calculation in differential geometry are

Wμ ; ν := gμαWα
;ν = Wμ , ν − Γβ

μνWβ (Wμ := gμαWα ) (55a)

Yμν
;λ = Yμν

,λ + Γμ
λαYαν + Γν

λαYμα (55b)

Yμ
ν ; λ := gναYμα

;λ = Yμ
ν ,λ + Γμ

βλYβ
ν − Γβ

νλYμ
β (55c)

Yμν ; λ := gμαYα
ν;λ = Yμν ,λ − Γβ

μλYβν − Γβ
νλYμβ , (55d)

and the metric is invariant under covariant derivative,

gμν ;λ = 0 . (55e)
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1. Introduction 

Proteins are the major functional elements in the living cells. Genetic information is stored in 
DNA. To release this information, DNA needs to be transcribed into mRNA which in turn is 
translated into protein. The alphabets are four bases for DNA and twenty amino acids for 
protein. The genetic code was revealed in 1950s with every amino acid coded by three 
consecutive bases. However, the amino acid sequence is only the primary structure of 
proteins. For proteins to be functional, the primary structure needs to fold into tertiary 
structure which is the optimal packing of secondary structures, namely alpha-helix and beta-
sheet. In some cases, the tertiary structures of several proteins or subunits need to come 
together and form quaternary structure. The so-called “protein folding” problem mainly 
concerns the detailed physical transition process from primary structure to tertiary structure. 
Protein folding mechanism consists of two major issues: kinetics and thermodynamics. 
Thermodynamically, the native state is the dominant and most stable state for proteins. 
Kinetically, however, nascent proteins take very different routes to reach the native state. 
Both issues have been extensively investigated by experimental as well as theoretical 
studies. The pioneering work by Christian Anfinsen in 1957 led to the creation and 
dominance of the “thermodynamic hypothesis” (also called “Anfinsen’s dogma”) which 
states that the native state is unique, stable and kinetically accessible free energy 
minimum(Anfinsen 1973). Under this guidance, many works have been done to pursue the 
illusive kinetically accessible folding pathways. One of the most famous earlier example is 
the “Levinthal’s paradox” presented by Cyrus Levinthal in 1968, which states that the 
conformational space of proteins is so large that it will take forever for proteins to sample all 
the possible conformations before finding the global minimum(Levintha.C 1968). This 
essentially eliminated the possibility of global conformational search and pointed to the 
optimized folding pathways. 
Towards this end, several well-known theories have been presented. The “framework 
theory” or similar “diffusion-collision theory” states that the formation of secondary 
structures is the first step and foundation of the global folding(Karplus and Weaver 1994). 
The “nucleation condensation theory”, on the other hand, emphasizes the contribution from 
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specific global contact as the initiation point of both secondary structure formation and global 
folding(Fersht 1995). In contrast to the emphasis on native contacts -- global or local— in these 
two theories, the “hydrophobic hydration theory” states that the general repulsion between 
hydrophobic residues and water environment drives the spatial redistribution of polar and 
non-polar residues and the eventual global folding(Dill 1990). In the more recent “funnel 
theory”, the kinetics and thermodynamics of protein folding are better illustrated as funnel-
shaped where both conformational space (entropy) and energy (enthalpy) gradually decrease 
and numerous kinetic traps exist en route to the global folding(Bryngelson, Onuchic et al. 
1995). However, the driving force for protein folding is not specified in this theory. 
In order to prove or disprove any theory, experimental evidence is needed. There are several 
techniques developed or applied to protein folding problem. First, the structure of the 
investigated protein needs to be solved by X-ray crystallography or NMR (nuclear magnetic 
resonance). High resolution X-ray structure is preferred. However, many of the model 
proteins can not be crystallized, therefore only NMR structures are available. Circular 
dichroism (CD) is one of the classical techniques for protein folding study. The proportion of 
secondary structures can be reflected in CD spectrum. The change of CD spectrum under 
different temperature or denaturant concentration can be used to deduce melting 
temperature or unfolding free energy. To study the fast folding process, however, CD itself 
is insufficient. Fast, time-resolved techniques include ultrafast mixing, laser temperature 
jump and many others. Other than CD, natural or designed fluorescence probes can be used 
to monitor the folding process.  It should be noted that the “real” folding process may not be 
reflected with high fidelity in these folding experiments due to the artificial folding 
environment. In the living cells, proteins are synthesized on ribosome one residue at a time 
and the final products exist in a crowded physiological condition. In the folding 
experiments, however, proteins stay in free artificial solution and undergo various 
perturbations such as denaturation. In addition, fluorescence signal of specific probes can 
not be simply interpreted as the global protein folding, rather it only reflects the distance 
between the two selected residues.  
Apart from experiments, computer simulation is another approach to study protein folding 
mechanism. In the early days, due to the limited computing resources, protein folding 
simulations were performed with extremely simplified models such as lattice models and 
off-lattice models where each residue is represented as a bead and the movement of the 
residues is restricted. This gradually evolved into models with more and more realistic main 
chain and side chain representations including the popular all-atom models in the present 
era. The treatment of the solvent environment has also been evolving. The solvent was 
ignored in the earlier simulations (in vacuo simulations). Continuum models with different 
levels of sophistication have been developed over the years, including the most simple 
linear distance dependent model and the modern generalized Born (GB) models and 
Poisson Boltzmann (PB) models(Onufriev, Bashford et al. 2004). With the continuous 
growing of computing power, explicit representation of water atoms has also been used in 
many folding simulations.  
The first ever microsecond folding simulation was performed with explicit solvent in 
1998(Duan and Kollman 1998). With the help from a super computer cluster, this simulation 
was 100-1000 times longer than any other folding simulation at that time, thus stimulated 
great interest from the general public. In this simulation, the folding pathway to an 
intermediate state was observed. The folding rate of 4.2 μs predicted based on the 
simulation was highly consistent with later experimental finding of 4.3 μs. The success of 
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this milestone work was followed by the highly publicized folding@home project and IBM 
blue gene project among many other works(Zagrovic, Snow et al. 2002). It should be noted 
that thousands or more simulation trajectories are utilized in the folding@home project 
which so far can not reach the time scale for protein folding. The limitation is due to the use 
of idle personal desktop computers which has far less computing power than super 
computers. The IBM blue gene project can overcome this problem by building extremely 
powerful computers that can cover millisecond folding simulation. However, it has yet to 
make a significant progress in protein folding. In a recently published work, a specially 
designed super computer succeeded in the folding of two small proteins(Shaw, Maragakis 
et al.). Although computing power does not seem to be the greatest hurdle from now on, 
this success is unlikely to extend broadly in the near future. The greater challenge lies in the 
accuracy of simulation force fields which will be discussed later.  
In this chapter, we focus on theoretical studies of protein folding by molecular dynamics 
simulations. The kinetics of protein folding can be studies by conventional molecular 
dynamics (CMD). But the insufficient sampling in current CMD simulations prevents the 
extraction of thermodynamic information. This has prompted the development of enhanced 
sampling techniques, among which the most widely adopted technique is replica exchange 
molecular dynamics (REMD), otherwise called parallel tempering. In the past few years, we 
have applied both CMD and REMD to the ab initio folding – meaning folding from extended 
polypeptide chain without any biased force towards the native contacts – of several model 
proteins, including villin headpiece subdomain (HP35), B domain of protein A (BdpA), 
albumin binding domain (ABD), and a full sequence design protein (FSD). To enhance the 
conformational sampling, we used an implicit solvent model GB/SA (surface area) 
implemented in the AMBER simulation package. The accuracy of protein folding reached 
sub-angstrom in most of these simulations, a significant improvement over previous 
simulations. Based on these high accuracy simulations, we were able to investigate the 
kinetics and thermodynamics of protein folding. The summary of our findings will be 
presented here in details. Finally, we will stress the critical role of force filed development in 
studying folding mechanism by simulation. 

2. Kinetics and thermodynamics from ab initio folding simulations 

2.1 Villin headpiece subdomain: Traditional analysis 
Villin headpiece subdomain (HP35) is a small helical protein (35 residues) with a unique 
three helix architecture (Fig 1). Helix I is nearly perpendicular to the plane formed by helices 
II and III. The three-dimensional structure was solved earlier by an NMR experiment and 
more recently by a high resolution X-ray experiment(Chiu, Kubelka et al. 2005). Due to the 
small size and rich structural information, HP35 has attracted a lot of attention from both 
experimentalists and theoreticians.  
In our previous works, we have conducted CMD to study the folding pathway and REMD 
to study the thermodynamics of HP35(Lei and Duan 2007; Lei, Wu et al. 2007). In the CMD 
work, we observed two intermediate states from the twenty folding trajectories (1μs each), 
one with the well-folded helix II/III segment (defined as the major intermediate state) and 
the other with the well-folded helix I/II segment (defined as the minor intermediate state). 
The best folded structure had Cα-RMSD of 0.39 Å and the most representative folded 
structure had Cα-RMSD of 1.63 Å. The productive folding always went through the major 
intermediate state while no productive folding was observed through the minor 
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intermediate state. Further examination revealed that the initiation of the folding was 
around the second turn between Phe17 and Pro21 rather than the hydrophobic core formed 
by Phe6/Phe10/Phe17. On the other hand, Gly11 was likely most accountable for the 
flexibility of helix I. In addition, the high occupancy of short-distance native contacts and 
low occupancy of long-distance native contacts pointed to the importance of local native 
contacts to the fast folding kinetics of HP35. 
 

 
Fig. 1. Structure of villin headpiece subdomain (HP35) 

In the REMD work, we conducted two sets of REMD simulations (20 replicas and 200 ns for 
each replica) with convergent results. The best folded structure had Cα-RMSD of 0.46 Å and 
the most representative folded structure had Cα-RMSD of 1.78 Å. The folding landscape of 
HP35 was partitioned into four thermodynamic states, namely the denatured state, native 
state, and the two aforementioned intermediate states. The dynamic feature of the folding 
landscape at selected temperatures (300 K, 340 K and 360 K) was consistent in both REMD 
simulations and the corresponding CMD simulations. A major free energy barrier (2.8 
kcal/mol) existed between the denatured state and the major intermediate state, while a 
minor free energy barrier (1.3 kcal/mol) existed between the major intermediate state and 
the native state. In addition, a melting temperature of 339 K was predicted from the heat 
capacity profile, very close to the experimentally determined melting temperature of 342 K.  
Because of the small size, HP35 has been considered as a classical two-state folder. This 
notion is supported by some earlier folding experiments. However, our simulation clearly 
pointed to the existence of folding intermediates. Our two-stage folding model is supported 
by some more recent folding experiments. In a laser temperature-jump kinetic experiment, 
the unfolding kinetics was fit by a bi-exponential function, with slow (5 μs) and fast (70 ns) 
phases. The slower phase corresponds to the overall folding/unfolding, and the fast phase 
was due to rapid equilibration between the native and nearby states. In a solid-state NMR 
study, three residues (Val9, Ala16, and Leu28) from the three helices exhibited distinct 
behavior during the denaturation process, and a two-step folding mechanism was proposed. 
In an unfolding study using fluorescence resonance energy transfer, Glasscock and co-
workers demonstrated that the turn linking helices II and III remains compact under the 
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denaturation condition(Glasscock, Zhu et al. 2008), suggesting that the unfolding of HP35 
consists of multiple steps and starts with the unfolding of helix I. In a mutagenesis 
experiment, Bunagan et al. showed that the second turn region plays an important role in 
the folding rate of HP35(Bunagan, Gao et al. 2009). A recent freeze-quenching experiment by 
Hu and co-workers revealed an intermediate state with native secondary structures and 
nonnative tertiary contacts(Hu, Havlin et al. 2009). These experiments are highly consistent 
with our observations in terms of both the stepwise folding and the rate-limiting step. 
Kubelka et al. proposed a three-state model in which the interconversion between the 
intermediate state and folded state is much faster than that between the intermediate state 
and the unfolded state(Kubelka, Henry et al. 2008). Therefore, the intermediate state lies on 
the folded side of the major free energy barrier, which is consistent with the separation of 
the unfolded state from the other states in our folding simulation. The estimation of 1.6–2.0 
kcal/mol for the major free-energy barrier is also consistent with the estimation from our 
previous REMD simulation. 
Nevertheless, controversy still exists regarding the folding mechanism of this small protein. 
In a recent work by Reiner et al., a folded segment with helices I/II was proposed as the 
intermediate state(Reiner, Henklein et al.), which corresponds to the off-pathway minor 
intermediate state in our work. It should be noted that different perturbations to the system, 
including high concentrations of denaturant, high temperatures, and site mutagenesis, have 
been utilized in different folding experiments. Because of the small size of HP35, the folding 
process may be sensitive to some of these perturbations. With the continuous development 
of experimental techniques that allow minimal perturbation and monitoring of the folding 
process at higher spatial and temporal resolution, the protein-folding mechanism will 
become more and more clear. 

2.2 Villin headpiece subdomain: Network analysis 
REMD is one of the most efficient sampling techniques for protein folding. However, due to 
the non-physical transitions from the exchange of conformations at different temperatures, 
its usage is mostly restricted to thermodynamics study. To get better understanding of the 
kinetics, we decided to extend the CMD simulations from the previous 1 μs to 10 μs in five 
selected simulation trajectories(Lei, Su et al.). Consistent with REMD, the folding free energy 
landscape displayed four folding states (Fig 2), the denatured state on the upper right 
region, the native state on the lower left region, the major intermediate state on the lower 
right region, and the minor intermediate state on the upper left region. The construction of 
the 2D landscape was based on two selected reaction coordinates, RMSD of segment A 
(helix I/II) and segment B (helix II/III). All five trajectories were combined together, and the 
population of each conformation in a small zone was converted to free energy by log 
transformation. From the folding landscape, we can see focused sampling in the native state, 
sparse sampling in the minor intermediate states, and heterogeneous sampling in the 
denatured state and the major intermediates state. The heavy sampling in the denatured 
state was likely due to the limited simulation trajectories. Ideally, thousands of trajectories 
are needed to reach good sampling. However, long simulations like this one are computer 
intensive beyond the capacity of a typical institution.  
The above-described 2D landscape is only an overall display of the conformational 
sampling. To get more details, we performed conformational clustering based on the 
combined five trajectories. We here use the top ten most populated conformational clusters 
to describe the conformational sampling (Fig 3). The center of each conformational cluster 
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was used to represent the cluster. Among the top ten clusters, we can see three 
conformations in the native state (clusters 2, 3 and 10, colored in purple), three 
conformations in the major intermediate state (clusters 5, 6 and 9, colored in green), and four 
conformations in the denatured state (clusters 1, 4, 7 and 8, colored in blue), while the minor 
intermediate state did not show up due to small overall population. The overall energy 
(enthalpy) was not a good indication of the folding. In fact, the energy of the native state 
conformations was the highest and that of the denatured state conformations was the 
lowest. This observation did not violate the “thermodynamics hypothesis” because the 
conformational entropy was not included in the energy calculation. Entropy evaluation has 
long been a difficult subject in the field of computational biochemistry. A breakthrough will 
extend the application of force fields to protein structure prediction. 
 

 
Fig. 2. Folding free energy landscape of HP35 

Based on conformational clustering, we can study the kinetics and thermodynamics of 
protein folding using a new technique called network analysis. Traditionally, protein 
folding is illustrated by 1D profiles such as RMSD (global or partial), energy, solvent 
accessible surface area, radius of gyration and selected distances. The hyper-dimensional 
nature of protein folding makes none of these 1D profiles adequate to reflect the folding 
process. The emergence of 2D maps such as the one in Fig 2 greatly alleviate the problem by 
combining two independent profiles in one map. However, 2D maps are still insufficient to 
represent the hyper-dimensional process. Under this circumstance, several novel 
approaches have been applied to protein folding in recent years, including the 
disconnectivity graph by Karplus and network analysis pioneered by Caflisch(Krivov and 
Karplus 2004; Caflisch 2006).  
Network analysis has gained popularity in protein folding recently(Bowman, Huang et al.; 
Jiang, Chen et al.). In network analysis, protein conformations are represented as nodes and 
the transitions among different conformations are represented as edges. Both nodes and 
edges can be colored based on a specified property, and analysis can be done based on the 
topological distribution of conformations with a specified property. In the folding network 
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of the combined five trajectories (Fig 4), we painted the nodes according to the state identity 
of the conformation and displayed the structure of the top ten populated conformations. 
From this network, we can see the clear separation of the denatured state from the native 
state and major intermediate state. The minor intermediate state was also connected to the 
denatured state. These findings were consistent with the observation from the 2D maps. A 
new finding is the mixing of the native state and major intermediate state which were 
clearly separated in the 2D map. The implication of this new finding is that the barrier 
between these two states is so small that they can easily convert to each other, which is 
supported by experimental evidence.  This study demonstrated the power of network 
analysis and suggested more caution on interpreting 2D maps of protein folding. 
 

 
Fig. 3. Representative structures of the top ten populated clusters of HP35 

The global folding network better reflect the thermodynamics of protein folding. To 
understand the kinetics of protein folding better, a simplified network with shortest path 
can be constructed (Fig 5). In this network, the shortest path connecting the denatured state, 
the major intermediate state and the native state was extracted from the global network. A 
clear flow of conformational transition from the denatured state to the major intermediate 
state and then to the native state was demonstrated in this network. Even the number of 
transitions between any neighboring conformations can be labeled on the network. In the 
denatured state, there were three short paths from the four top conformations to the major 
intermediate state, suggesting multiple folding pathways. Two conformations in the minor 
intermediate state were embedded in the denatured state, suggesting them as off-pathway 
intermediate. In the major intermediate state, the two top conformations close to the 
denatured state (clusters 6 and 9 in Fig 3) had wrongly folded segment A, while the top 
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conformation close to the native state (cluster 5 in Fig 3) had a near native structure. This 
information on the intra-state conformational transition is also helpful to reveal the details 
in the protein folding process. In the native state, the high connectivity among the 
conformations within the state and also with the major intermediate state suggests the 
relative independence of the native state and the low barrier between the native state and 
the major intermediate state. 
 

 
Fig. 4. Folding network of HP35 

In the above two sub-sections, we have presented our study of folding mechanism for HP35 
wild type. A challenging problem in this field is whether mutational effect can be 
reproduced in simulation. To enhance the folding rate of HP35 wild type, a mutant was 
designed to replace two partially buried lysine residues with non-natural neutral residues 
which resulted in the sub-microsecond folding. We conducted similar simulations for this 
HP35 mutant and compared with that of the wild type. Similar to the wild type, the mutant 
simulation also reached sub-angstrom accuracy(Lei, Deng et al. 2008). The folding free 
energy landscape also displayed similar feature with four folding states. However, some 
difference was also observed, especially the increased population of the native state, the 
decreased population of the denatured state, higher melting temperature, and the lower free 
energy barrier between the denatured state and the major intermediate state. These pointed 
to higher stability of the native state and faster folding which is consistent with the 
experiment. A surprising finding is the folding pathways through both intermediate states. 
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Therefore, the two mutated residues not only stabilized the local secondary structure (helix 
III), but also reshaped the folding landscape in several different ways. This kind of detailed 
information can not be obtained from folding experiment as yet. Thus, computer simulation 
will play a complimentary role in the understanding of folding mechanism in the 
foreseeable future. 
 

 
Fig. 5. A simplified folding network of HP35 

2.3 Folding of three other model proteins 
In addition to the folding studies of HP35 wild type and mutant, we also conducted ab initio 
folding on three other model proteins, namely B domain of protein A (BdpA), albumin 
binding domain (ABD), and a full sequence design protein (FSD). Here we will briefly 
describe our results. For detailed information, please refer to the original publications. BdpA 
is another three-helix protein with a different tertiary architecture (Fig 6). Helices II and III 
are relatively parallel to each other and form a plane. Helix I docks to this plane with a tilt 
angle relative to the other two helices. BdpA has 60 residues in the full length version and 47 
residues in the truncated version (residues 10-56) where the unstructured terminal residues 
are trimmed off. In our simulation work, ab initio folding on both versions has been 
conducted. 
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Fig. 6. Structure of B domain of protein A (BdpA) 

Successful folding was achieved in our simulation(Lei, Wu et al. 2008). The best folded 
structure was 0.8 Å RMSD in the CMD of truncated version and 1.3 Å in the REMD of full 
length version. In the CMD simulations, the folding initiated from the formation of helix III, 
followed by the folding of a intermediate state with well folded helix II/III segment, and 
completed with the docking of helix I to the helix II/III segment. The folding pathway was 
similar to that of HP35 except for the initiation step, where it was the formation of helix III 
for BdpA and formation of the second turn for HP35. In the REMD simulations, the most 
populated conformation was a folded conformation with 64.1% population. The melting 
temperature of 362 K from the heat capacity profile was also close to the experimentally 
derived melting temperature of 346 K. From the calculated potential of mean force, the 
native state was 0.8 kcal/mol favored over the denatured state, and the free energy barrier 
from the denatured state to the native state was 3.7 kcal/mol. These findings were in 
qualitative agreement with folding experiments of BdpA. In addition, we tested the 
structure prediction performance based on AMBER potential energy and DFIRE statistical 
energy. Both gave similar performance with most predicted structures near 3.0-3.5 Å RMSD, 
while the structure with the lowest AMBER potential energy was only 2.0 Å RMSD. 
Albumin binding domain (ABD) is yet another three helix protein with different topological 
feature from both HP35 and BdpA (Fig 7). Helices I and III are relatively long and parallel 
with each other, while the shorter helix II serves as linker. NMR studies revealed high 
uncertainty in the first loop and dynamics around helix II. The experimentally determined 
folding rate for wild type ABD is 6 μs. Enhanced folding rate was achieved in two mutants 
(2.5 μs for K5I and 1.0 μs for K5I/K39V).  
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Fig. 7. Structure of albumin binding domain (ABD) 

We conducted 20 CMD simulations (400 ns each) for each of the above mentioned three 
ABD variants. Although the size of ABD is comparable to the truncated BdpA (both 47 
residues), no successful folding of ABD was reported prior to our study. In our simulations, 
the best folded structure reached 2.0 Å RMSD, indicating the first ever successful folding of 
ABD(Lei and Duan 2007). The folding started from the formation of helix I, followed by the 
formation of the other two helices, and completed by the optimal packing of the three 
helices. Although two hydrophobic cores exist in the middle, their formation was late in the 
simulation, suggesting that they are not the driving force of the global folding. Examination 
of conformational sampling revealed that the folded conformation was the most populated 
and significant formation of helices also appeared in other populated conformations. 
Compared to HP35 and BdpA, the accuracy of folding was lower for ABD. This was likely 
coming from several sources. First, ABD is highly dynamic according to NMR experiments 
which makes it difficult to choose a reference structure to determine folding accuracy. 
Second, the trajectory length for ABD (400 ns) was significantly shorter than that of HP35 
and BdpA (both 1 μs). Third and likely most importantly, some features in ABD can not be 
modeled well in the current simulation force fields. The hydrophobic core in ABD may play 
important role in the folding mechanism, while it may play minor role in the folding of 
HP35 and BdpA. Therefore, inaccurate modeling of hydrophobic interaction will lead to less 
accurate folding of ABD than that of HP35 and BdpA. In addition, helix boundaries were 
slightly shifted in the simulation compared with the NMR structure, which may be partially 
due to the inaccurate parameterization of certain amino acids such as Valine. 
The three model proteins described above are all helical proteins. A more challenging task is 
to fold proteins with both alpha-helix and beta-sheet secondary structures.  Full sequence 
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design protein (FSD) is a designed 28- residue α/β protein. Our previous attempts on the ab 
initio folding of FSD were unsuccessful with the same simulation force field (AMBER FF03) 
used in the successful folding of the three helical proteins. Therefore, we decided to re-
parameterize the force field under the same solvation scheme (GB/SA) for a better balance 
of the two major secondary structures.   
 

 
Fig. 8. Structure of a full sequence design protein (FSD) 

Using the newly developed force field, we conducted ab initio folding of FSD with both 
CMD and REMD(Lei, Wang et al. 2009). High accuracy folding was achieved in terms of 
both the best folded structure (0.8 Å RMSD) and the population of the folded conformation 
(64.2%). High diversity was observed in the sampled denatured conformations, including a 
long helix, a helix hairpin and a long beta-hairpin, indicating good balance of the two major 
secondary structures. The folding of FSD followed two distinctive pathways. The major 
pathway began with the formation of the helix, while the minor pathway started with the 
formation of the beta-hairpin. More specifically, the initiation of the helix started from the C-
terminal and propagated to the N-terminal. The free energy profiles showed different 
stability for the two structural elements. For the helix segment, the native helical structure 
had significantly lower free energy than other conformations. For the hairpin segment, 
however, 2-3 non-native conformations existed with similar free energy, which led to 
several local traps on the free energy landscape. Kinetically, the free energy barrier was 
similar for the folding of both segments (2-3 kcal/mol), but it was a single barrier for the 
helix and multiple barriers for the hairpin. The melting temperature extracted from the heat 
capacity profile was 360 K. However, this temperature merely reflected the melting of the 
helix (~50% helicity at 360 K), while the population of globally folded conformation was 
close to 0% at 360 K. Therefore, caution should be taken when interpreting the “melting 
temperature” extracted from the heat capacity profile. 

3. Kinetics and thermodynamics from unfolding simulations 

Ideally, protein folding mechanism should be studied by ab initio folding. However, due to 
the limited access of super computers by most research groups, ab initio folding simulations 
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are limited to very few small model proteins such as listed in Section 2. For most other 
proteins, an alternative approach is unfolding simulation where the native starting 
structures gradually unfold under the high temperature.  A major assumption with this 
approach is that folding pathway is the reverse of unfolding pathway. To validate this 
approach, we conducted unfolding simulations on HP35, BdpA and FSD and compared the 
unfolding pathways with the folding pathways from ab initio simulations. Here we mainly 
use the unfolding of HP35 as an example.  
We conducted ten unfolding simulations of HP35 at 350 K (100 ns each) and used the 
average properties from these simulations to describe the unfolding process. One of the 
main findings from the ab initio folding simulations was the major intermediate state with 
well-folded helix II/III segment. Thus, we first examined the unfolding of the two 
structural segments (Fig 9). We can clearly see the faster unfolding of the helix I/II 
segment which reached complete unfolding before 20 ns. On the other hand, the 
unfolding of helix II/III segment was much slower and was still fluctuating after 
unfolding. The slower unfolding and higher stability of helix II/III segment suggest that it 
folds earlier than helix I/II segment, which is consistent with the finding from ab initio 
folding.  
 

 
Fig. 9. Unfolding of the two segments of HP35 

Second, we examined the unfolding of the three individual helices using a simple helicity 
measurement (Fig 10).  The three helices showed distinctive unfolding features. Helix I was 
the fastest to unfold and the least stable one, down to 50% within 10 ns and towards 25% 
near 100 ns. On the other hand, helix III was the slowest to unfold and the most stable one, 
fluctuating between 70% and 85% during the whole simulation time. This suggests that helix 
III is the first to fold and helix I is the last to fold, which is also consistent with the ab initio 
folding simulation. 
Further evaluation of the unfolding can be performed at the residue level. We calculated the 
root mean square fluctuation (RMSF) for each residue during the entire unfolding process 
(Fig 11). Overall, the two terminal regions displayed highest fluctuation and the second half 
of the protein was significantly more stable than the first half. Heterogeneity was observed 
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within the helices. Within helix I (residues 3-9), the middle residues 6 and 5 had the lowest 
fluctuation. Within helix II (residues 14-19), the C-terminal residues 17-19 had the lowest 
fluctuation. Within helix III (residues 22-31), most residues had the low fluctuation 
especially residues 24-30. Another interesting observation is the low fluctuation of residue 
20 at the second turn. All these observations were consistent with the folding mechanism 
from the ab initio folding simulations.  
 

 
Fig. 10. Unfolding of the three helices of HP35 

 

 
Fig. 11. Dynamic feature of each residue in the unfolding of HP35 
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A more intuitive way to visualize the folding pathways is by constructing the folding 
landscape. We divided the 100 ns unfolding time into five time frames and constructed 
folding landscape during each time frame (the first and last time frames shown in Fig 12). 
During the first time frame (0-20 ns), the native state was the most dominant one, while 
unfolding to the major intermediate state and denatured state was also observed. During the 
last time frame (80-100 ns), the denatured state became the most dominant one, while the 
major intermediate state was observed but the native state and the minor intermediate state 
were almost undetectable. The reverse of this observed process was exactly what we 
observed in the ab initio folding of HP35. 

 

 
 
 

 
Fig. 12. Shifting of structural ensembles during the unfolding of HP35 
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In addition to the unfolding of HP35, we also conducted unfolding simulations on BdpA 
and FSD, all with ten trajectories of 100 ns simulations at 350 K. The unfolding mechanism 
from these two sets of simulations was also consistent with the folding mechanism from 
previously described ab initio folding simulations. In summary, our comparison between 
unfolding and ab initio folding suggests that unfolding is a valuable approach to study 
folding mechanism when ab initio folding is unfeasible. However, our comparison was 
based on three small model proteins, whether this conclusion can be extended to other 
proteins remains to be a question for future investigation. 

4. Simulation force field development 

At this point, we should stress the importance of force field in protein folding simulation. 
Under appropriate protocol, a simulation is as good as the underlying force field is. 
Currently, the main stream force fields, namely AMBER, CHARMM, GROMOS and OPLS, 
are all point charge models(Duan, Wu et al. 2003). Under this philosophy, a partial charge is 
assigned to every atom of a specific amino acid with the overall charge reflecting the charge 
nature of the amino acid (+1, -1 or 0). In some schemes, the main chain atoms (N, H, CA, C 
and O) are restricted to have the same set of partial charges for every amino acid, while this 
restriction was not applied in some other schemes. The partial charges can be derived from 
fitting to the electrostatic potential calculated by quantum mechanics, or can be assigned by 
chemical intuition. Another major parameterization of force field is the torsion angles, both 
main chain and side chain, which is usually fitted to reflect the potential energy surface of 
amino acid analogs especially Alanine dipeptide calculated by quantum mechanics. The 
major advantage of the current generation force field is the speed. However, as longer and 
longer simulations being conducted, more and more problems have been revealed 
regarding the accuracy of these force fields, including significant bias towards a specific 
secondary structure (alpha-helix or beta-sheet). In light of these problems, the concept of 
polarizable force field has emerged. The major philosophical difference from point charge 
models is the dynamics in charge distribution. Polarizable force fields are being developed 
and will likely become the next generation force field soon. 

5. Conclusion 

Computer simulation is a powerful tool to study the kinetics and thermodynamics of protein 
folding. Here we summarized our study of folding mechanism on four model proteins by 
CMD an REMD. We have reached sub-angstrom folding on HP35, BdpA and FSD and 2.0 Å 
RMSD folding on ABD. From the high quality folding simulations, we extracted a plethora of 
information regarding the folding mechanism, including folding pathways, folding states, free 
energy barriers, melting temperature and folding landscape. We have also applied network 
analysis to the study of folding mechanism and revealed new information about the folding of 
HP35. In addition, the high consistency between unfolding simulations and ab initio folding 
simulations suggest that unfolding simulations can be used as an alternative.   
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1. Introduction

In order to meet the continuously increasing requirements in nearly all fields of technology,
an ongoing development and optimization of new and existing materials, components and
manufacturing facilities is necessary. The rapidly growing demand on the application
side implies a constant acceleration of the complete development process. In the past,
development and optimization were often based on experiments. Indeed, the efforts for this
approach are mostly extensive, time consuming and expensive, which significantly restricts
the development speed.
The development of numerical methods and physical models as well as steadily increasing
computer capacities allow for the employment of numerical simulations during materials
development and optimization. Thus the experimental efforts can be considerably reduced.
Moreover, the application of computational methods allows for the investigations of physical
phenomena, which are "inaccessible" from the experimental point-of-view, such as trapping
behaviour of hydrogen or carbon at different lattice defects (vacancies, dislocations, grain
boundaries, etc.) within an Fe-based matrix, see e.g. (Desai et al., 2010; Hristova et al., 2011;
Lee, 2006; Lee & Jang, 2007; Nazarov et.al., 2010).
In steel production for example, the goal is pursued to set up a so-called ’digital plant’,
in which it is possible to calculate the behavior of material and components up to the
application level, see Figure 1. Such a digital production line provides deep insight into
the materials response and the involved physical effects at each step of the process chain.
Furthermore material parameters can be calculated, which will be used as input data to
perform calculations of subsequently following process steps. In fact, if the production
process chain can be completely reproduced, a backwards approach will be possible, which
allows for the transfer from application requirements to the materials design (computer aided
material design).
A fully theoretical, sufficiently accurate reproduction of all steps of materials processing is -
as far as we know - still not possible. To achieve reliable simulation results in manageable
computational times, (semi-)empirical models are widely used at nearly all production
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Fig. 1. Continuous full-length models of all production steps from material to application,
exemplarily demonstrating materials design by simulation, e.g. during steel production.

steps. Such models make use of empirically introduced parameters, which must be fitted
to experiments. For example, the description of deformation or fatigue in materials with
complex microstructures, such as in multiphase steels or compound materials (e.g. fiber
reinforced plastics), requires models for various physical effects on a large length- and
timescale. Here, additional to macroscopic finite element analysis on the (centi-)meter scale,
calculations on the microstructure (microscale) down to atomistic models (nanoscale) are
necessary, cf. Figure 2.
To handle the resulting multi-scale problem, different approaches are possible. The classical
approach typically starts at the application level. Here macroscopic calculations are
performed, which may presuppose more detailed investigations. Such details could lead
to smaller length-scales, which mainly result in an increasing number of model-parameters
(input data). On the microstructure level parameters must be taken into account, in particular
to describe morphology and composition as well as the temporal and spatial behaviour of
the microstructures. For instance, for multiphase steels materials data of each phase and
information about its shape and spatial distribution must be known. In case of compound
materials the same arguments hold for the different materials fractions. Moreover, in some
cases an additional description of internal interfaces (e.g. between phases or grains) must be
taken into account, see for example (Artemev et al., 2000; Cahn, 1968; Kobayashi et al., 2000).
By starting from the macro level, all parameters on smaller levels must be available. The
efforts for the measurement of these parameters increase with decreasing length scales.
Therefore, some of the required parameters cannot be measured and must be treated as fitting
parameters or estimated ad hoc.
The ongoing improvement of algorithms and modeling methods accompanying the
continuously rising computer capacities, allow for the use of an alternative approach to
deal with the aforementioned multi-scale problems. Atomistic or even electronic level
calculations can be carried out totally parameter-free (ab-initio calculations) by considering
the interactions between the elemental components of matter. In this context no measurements
are necessary to perform calculations at this level. Experimental data is only used for
validation purposes. By following this theoretical approach, difficult experiments for the
determination of required model parameters on the microscale are supplemented or partially
substituted by adequate calculations. Thus, the need of fitting parameters is drastically
reduced and experimental efforts are minimized, which - in turns - lead to cheaper and faster
development processes.
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Fig. 2. Modelling on different length scales using different techniques.

However, regardless of the increasing computational capacities, most modern materials -
unfortunately - are still too complex for reliable, purely-theoretical estimations of materials
behaviour. Advanced high-strength steels, in particular, consist of more than 10 components
(e.g. Nb, V, Al, Cr, Mn, etc.) and show different, coexisting lattice structures (e.g., martensite
or austenite), orientations (texture) or precipitates (e.g., carbon nitrides). Moreover, final
properties are often adjusted during advanced materials processing beyond the classical
production line (e.g. annealing during surface galvanizing or hardening during hot stamping
of blanks for automotive light-weight structures).
In order to understand basic mechanisms determining the specific mechanical and
thermodynamic materials characteristics it is necessary to reduce the above-mentioned
complexity. For this reason simple model-systems are considered to study various effects on
the atomistic scale, which crucially determine the macroscopic materials properties. Recent
examples in literature are e.g. binary systems such as Fe-H (Desai et al., 2010; Lee & Jang,
2007; Nazarov et.al., 2010; Psiachos et al., 2011), Fe-C (Hristova et al., 2011; Lee, 2006) or the
eutectic, binary brazing alloy Ag-Cu (Böhme et al., 2007; Feraoun et al., 2001; Najababadi et al,
1993; Williams et al., 2006). Here atomistic methods allow to study the impact of interstitial
elements, mostly without any a-priori assumptions, or to derive required materials data for
microscopic theories (such as phase field studies), which cannot be simply measured by
experiments.
The present work starts with an overview and classification of different interactions models,
beginning with electronic structure theories and ending with empirical atomic potentials. In
order to calculate different thermodynamic and thermo-mechanical materials properties we
consider in Section 3 and 4 the above mentioned alloy Ag-Cu as well as the corresponding
pure components. Two reasons are worth-mentioning for this choice: (a) Ag-Cu is of
high technical relevance and often employed for high-stressed or high-temperature, brazing
connections, e.g. for gas pipe joints. (b) According to the high relevance the materials
behaviour is well-known and a lot of reference data are available; thus all performed
calculations can be easily evaluated. But there is also materials behaviour, which cannot
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be directly analyzed by the equations of Sections 3 and 4. In this context mean values
and collective behaviour following from the investigation of many particle systems must be
considered. One possibility for such an analysis is given by molecular dynamics simulations,
which are explained in Section 5. Here we start with a brief description of the basic idea and
framework and then exemplarily present simulations subjected to the temporal evolution of a
misoriented grain in Titanium at finite temperature. The article ends with concluding remarks
and a discussion of future tasks and challenges.

2. Atomic interactions

A central task of atomistic simulation in materials science is to calculate the cohesive energy
for a given set of atoms. The many approaches to achieve this goal differ to a great extent
in accuracy and computational effort. The common aspect, however, is that the calculated
cohesive energy can be utilised to determine a variety of material properties: (i) Differences
in the cohesive energies of stable structures are the basis for determining the relative stability
of different structures or the formation energy of defects and and surfaces. (ii) Differences in
the cohesive energy of metastable and unstable structures are required to calculate e.g. the
energy barriers for diffusion or phase transformation. (iii) Gradients of the cohesive energy
determine the forces acting on the atoms that are needed to carry out structural relaxation
or dynamic simulations. (iv) Derivatives of the cohesive energy are required to calculate e.g.
elastic properties. In the remainder of this section we describe the approaches that span the
regime from highly accurate but computationally expensive electronic-structure calculations
to less accurate but computationally cheap empirical interaction potentials.

2.1 Electronic structure theory
One of the most accurate, yet tractable theoretical approaches in materials science is electronic
structure theory that we will briefly introduce here. For further information we refer the
reader to one of the review papers, e.g. (Bockstedte et al., 1997; Kohn, 1998; Payne et al., 1992),
or textbooks, e.g. (Dreizler & Gross, 1990; Parr & Yang, 1989). The starting point of electronic
structure theory in materials science is the quantum-mechanical description of the material by
the SCHRÖDINGER equation1

(Ĥ − E)Ψ = (T̂e + T̂i + V̂e−e + V̂e−i + V̂i−i − E)Ψ = 0. (1)

for ions (i.e. the atomic nuclei) and electrons with a many-body wavefunction Ψ. The
terms V̂e−e, V̂e−i and V̂i−i describe the COULOMB interactions between electrons/electrons,
electrons/ions, as well as ions/ions. The terms T̂e and T̂i denote the kinetic energies of
the electrons and ions. The structure and properties of many-body systems can then be
determined by solving the SCHRÖDINGER equation. Most practical applications simplify
this matter by assuming a decoupled movement of electrons and ions (BORN-OPPENHEIMER

approximation (Born & Oppenheimer, 1927)) and thereby reducing the problem to the
interaction of the electrons among each other. This interaction is determined by the COULOMB

1 Without loss of generality we refer through the work to Cartesian coordinates. Scalar quantities are
written in italic letters (s); vectors are single underlined (v); tensors or matrices of second or higher
order are double underlined (T) or marked by blackboard capital letters (M). Operators are indicated
by the (̂)-symbol. Scalar products between vectors and tensors are marked with (·) or (··), respectively.
Greek indices refer to atoms (αβγ) or electrons (μνξ).
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potential and the PAULI principle. There are several approaches to solve the remaining
quantum-mechanical problem, the most successful one being density-functional theory that
can be considered the today standard method of calculating material properties accurately.

2.2 Density-functional theory
Density-functional theory originates from the KOHN-SHAM formalism (Hohenberg & Kohn,
1964; Kohn & Sham, 1965) that is based on the electron density ρ of a system which describes
the number of electrons per unit volume:

ρ(r1) = N
∫

...
∫

|Ψ(x1, ..., xN)|2 dx2 dxN . (2)

The volume-integral of this quantity is the total number of electrons
∫

ρ(r) dr = N (3)

in the system. KOHN and SHAM mapped the problem of a system of N interacting electrons
onto the problem of a set of systems of non-interacting electrons in the effective potential veff
of the other electrons. The SCHRÖDINGER equation for electrons in the non-interacting system
is then [

− 1
2
∇2 + veff(r)

]
ψn(r) = εnψn(r), n = 1 . . . N (4)

with the electronic density of N electrons of spin s

ρ(r) =
N

∑
n=1

∑
s
|ψn(r , s)|2. (5)

The effective potential veff
veff(r) = v(r) + vH(r) + vxc(r), (6)

includes the Hartree-potential vH and the so-called exchange-correlation energy functional
vxc(r) that is not known a priori and that needs to be approximated. The most widely
used approximations to the exchange-correlation functional are the local-density approximation
(LDA) and the generalized-gradient approximation (GGA).

2.3 Tight-binding and bond-order potentials
The limitation of DFT to small systems (few 100 atoms) due to the numerical cost can be
overcome by taking the description of the electronic structure to an approximate level. This
can be carried out rigorously by approximating the density functional theory (DFT) formalism
in terms of physically and chemically intuitive contributions within the tight-binding (TB)
bond model (Sutton et al., 1988). The TB approximation is sufficiently accurate to predict
structural trends as well as sufficiently intuitive for a physically meaningful interpretation
of the bonding. The tight-binding model is a coarse-grained description of the electronic
structure that expresses the eigenfunctions ψn of the KOHN-SHAM equation in a minimal basis

ψn = ∑
αμ

c(n)αμ αμ (7)
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on atoms α with orbitals μ. With an orthonormal basis the solution of the secular equation

∑
βν

Hαμβνc
(n)
βν = Enc

(n)
αμ (8)

gives eigenvalues En and coefficients c(n)αμ of the eigenfunctions ψn. Here, the elements of
the Hamiltonian matrix H are denoted as Hαμβν. The dependence of these matrix elements
from interatomic distance and atomic environment can be parametrised on the basis of DFT
calculations. In the tight binding bond model, the binding energy EB of the system is given as
the sum over covalent bond energy Ebond, repulsive energy Erep and promotion energy Eprom

EB = Ebond + Eprom + Erep (9)

that allows to also include additional contributions from magnetism and charge transfer. The
repulsive energy Erep is empirical and often approximated as pairwise term. The change in
orbital occupation with respect to the atomic reference state is accounted for by the promotion
energy Eprom. Both, atom-based information and bond-based information can be used to
express the bond energy Ebond. These are the so-called onsite and intersite representations
that are equivalent but different perspectives of bond formation in materials. The basis of
both representations is the set of eigenfunctions ψn. The central entity of the atom-based
representation is the atomic local density of states (DOS) nαμ on atom α

nαμ(E) = ∑
n

∣∣∣c(n)αμ

∣∣∣2 δ(E− En) (10)

whereas the bond-based representation is footed on the bond-order Θαμβν or the density
matrix ραμβν between orbital μ on atom α and orbital ν on atom β over the occupied states

Θαμβν = 2ραμβν = 2
occ

∑
n

c∗(n)αμ c(n)βν (11)

The bond energy in the equivalent representations is given by

Ebond = 2 ∑
αμ

EF∫ (
E− Eαμ

)
nαμ(E) dE = ∑

αμ �=βν

ΘαμβνHαμβν (12)

with the FERMI level EF. The diagonalisation of the HAMILTONIAN matrix Hαμβν is the most
demanding part of a tight-binding calculation and the limiting factor for its computational
efficiency. Compared to DFT, a TB calculation is several orders of magnitude faster and can
handle up to a few 10000 atoms.
This limitation can be overcome by bond-order potentials that lead a step further in
coarse-graining the description of the electronic structure. Instead of the diagonalisation
of the HAMILTON matrix as in the tight-binding problem, the problem is solved locally
in terms of the atom-based DOS or the bond-based bond-order. This is computationally
more efficient. Moreover, the involved relation of the electronic structure to the local
topology and coordination of the material leads to a physically transparent description
of local bond formation. Detailed reviews of bond-order potentials for transition metals,
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Hαμβν

αμ

βν

E

n(E)

Fig. 3. A self-returning path of length 4 (left) that contributes to the 4-th moment of the DOS
(right) on atom i.

semiconductors and hydrocarbons are given elsewhere (Aoki et al., 2007; Drautz et al., 2007;
Finnis, 2007a; Mrovec et al., 2007). Some of us recently compiled a more tutorial-like
approach to bond-order potentials (Hammerschmidt & Drautz, 2009) and an overview of
applications (Hammerschmidt et al., 2009).
A central point in the theory of bond-order potentials is the moments theorem, cf.
(Cryot-Lackmann, 1967). It relates the local density of states nαμ(E) of orbital μ on atom α
to products of the HAMILTONIAN matrix elements Hαμβν:

∫
ENnαμ(E) dE = m(N)

αμ = ∑
βνγξ ···

HαμβνHβνγξHγξ ... · · ·H...αμ (13)

This establishes a direct connection between the electronic structure and the local crystal

structure. For the N-th moment of atom α, m(N)
α , the environment is sampled by self-returning

paths of length N as illustrated in Figure 3. The higher the moment, the longer the length of
the hopping paths and hence the more farsighted the sampling of the atomic environment
of atom α. With an infinite number of moments one would recapture the exact solution
of the tight-binding problem. The locality of calculating the bond energy is established
by terminating the expansion beyond a certain number of moments. This local expansion
of the electronic structure using truncated GREEN’s function expansion can be carried out
in different flavors that are described in detail in, e.g., Refs. (Finnis, 2007b; Horsfield et al.,
1996; Pettifor, 1989). The resulting functional form of the bond energy is derived as a
function of the atomic positions, where the different ways of integrating the DOS lead to
the numerical bond-order potentials (Aoki et al., 2007) and the analytic bond-order potentials
for semiconductors (Pettifor & Oleinik, 1999; 2000) and transition metals (Drautz & Pettifor,
2006).
The latter use an expansion of the DOS in terms of CHEBYSHEV polynomials

nαμ(ε) =
2
π

√
1 − ε2

(
σ0 + ∑

n=1
σnPn(ε)

)
, (14)
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where the expansion coefficients σn are related to the moments of the DOS by expressing the
CHEBYSHEV polynomials explicitly in polynomials with coefficients pmk,

Pm(ε) =
m

∑
k=0

pmkεk . (15)

This links the expansion coefficients σm to the moments μ
(k)
iα

σm =
m

∑
k=0

pmk
1

(2bα∞)k

k

∑
l=0

(
k
l

)
(−aα∞)(k−l)m(l)

αμ . (16)

which leads to a closed-form approximation of the DOS by calculating the moments m(k)
αμ and

inserting σn into the DOS expansion of Eq. (14).
In this scheme, the integration of the DOS can be carried out analytically and yields an analytic
expression for the bond energy, viz.

Ebond,αμ =

EF∫ (
E− Eαμ

)
nαμ(ε) dε = ∑

n
σn [χ̃n+2(φF)− γχ̃n+1(φF) + χ̃n(φF)] . (17)

Here we introduced the so-called response functions

χ̃n (φF) =
1
π

(
sin(n+ 1)φF

n+ 1
− sin(n− 1)φF

n− 1

)
, (18)

and the FERMI phase φF = cos−1(EF/2bα∞). The bond energy can be taken analytically to an
arbitrary number of moments. Therefore the BOPs provide an effective interatomic interaction
scheme that converges systematically to the exact solution of the TB HAMILTONIAN. The
number of moments required in practice depends on the investigated quantity and is
approximately six for identifying qualitative features of structural stability in transition
metals (Hammerschmidt et al., 2008) to nine for reproducing quantitative features of defects
and transformation paths (Mrovec et al., 2004).

2.4 Empirical potentials
The lowest order approximation of the analytic bond-order potential that includes only
two moments is similar to the earlier developed potentials of the FINNIS-SINCLAIR

(Finnis & Sinclair, 1984) type or embedded-atom method (EAM) type (Daw & Baskes, 1983;
1984; Foiles et al., 1986). In that sense, the analytic BOP expansion may be viewed as a
systematic extension of the FINNIS-SINCLAIR potential to include higher moments. By means
of EAM potentials the energy of atom α is expressed as2:

Eα =
1
2 ∑

β
(α �=β)

φαβ(Rαβ) + Fα(ρ̄α) with ρ̄α = ∑
β

(α �=β)

ρβ(R
αβ) . (19)

2 The factor 1
2 appears to avoid double-counting of bonds for Etot = ∑ Eα.
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The main idea consists of adding a nonlinear function3, Fα, to the pairwise interaction term
φαβ. This so-called embedding function depends on the electronic density ρ̄α at the position
of atom α, whereas φαβ only depends on the scalar distance Rαβ between atom α and β. In
this manner ρ̄α can be interpreted as a constant background electronic density, that atom α
feels due to the superposition of the atomic charge densities ρβ of its neighbors separated
by the distance Rαβ. Moreover, Fα can be understood as the energy to put an atom α into
a homogeneous electron gas with the density ρ̄α. Here the embedding function itself only
depends on the type of the embedded atom and the argument of Fα refers to the medium
in which the atom is embedded. Typically the first term of Eq. (19) stands for the purely
repulsive ion-ion interaction; the second term characterizes the ion-electron interaction, see
also Figure 4. Especially for metals such a decomposition is mostly justified since the valence
electrons can nearly free move within the lattice of metallic ions.

e-

e-

�

e-

e-

e-

e-

e-

e-

e-

e-

e-e-

e-

e-

e-

e-

e-

e-

e-

e-e-

e-

e-

e-

e-

e-

e-

�

e-

e-e-

e-

e-

e-

e-

e-

e-

e-

e-e-

e-

e-

e-

e-

e-

e-

energy of atom �

nuclei-nuclei-
interaction

atom-electron-
interaction

�

�

e-

e-
e-

e-

e-

e-

e-

e-

e- e-
e-

e-
e-

e- �
Rαβ

ρ̄α

Fα
φαβ

Fig. 4. Illustration of the two contributions to the atom-specific energy according to the EAM
framework.

A central aspect of these types of potentials is their tendency to always favor close-packed
systems over more open systems due to the purely distant dependent character of interactions.
Despite this limitation to purely metallic bonding in fcc/hcp environments, simulations with
this class of potentials gave a lot of insight because they are computationally cheap and are
routinely applied to very large systems with millions of atoms. The efforts to extend the
transferability of these potentials to covalent bonding by introducing additional directional
terms (Baskes, 1992) are subsummised as modified embedded-atom methods (MEAM).
Complementary approaches that focus on covalently bound structures, semiconductors
particularly, are e.g. the potentials of ABELL-TERSOFF (Abell, 1985; Tersoff, 1986) type. Just as
the EAM potentials they were defined ad hoc with the goal to stabilise the diamond/zincblend
structure over close-packed crystal structures for systems like C, Si, Ge, and GaAs. The
functional form of the ABELL-TERSOFF potential is a combination of a repulsive (R) and an

3 The nonlinear character remedies e.g. artifacts like the CAUCHY paradox C1122 = C2323 or C12 = C44
(VOIGT notation).
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attractive (A) term
Eα = ∑

β

[
VR(R

αβ)− BαβVA(R
αβ)

]
(20)

mediated by a term Bαβ that accounts for the local environment in terms of a non-linear
dependence on angular terms. Later it turned out, that the particular choice of the
angular term in the ABELL-TERSOFF potential has a similar correspondence in bond-order
potentials for sp-valent systems (Alinaghian et al., 1993). The ABELL-TERSOFF potentials are
slightly more expensive than EAM potentials and can treat similar systems sizes. There are
many more empirical potentials available in literature, most notably the LENNARD-JONES

potential (Jones, 1924) that is important not only as generic case for algorithm/method
development, but also as add-on potential for an empirical description of VAN-DER-WAALS

interactions.
For all these empirical potentials, the parametrisation and transferability is a major issue.
Many effects of the electronic structure (hybridisation, magnetism, charge transfer) are
difficult to be incorporated in the explicit formulation of empirical potentials. The resulting
limited transferability gives rise to a dependence of the parametrisation on the considered
reference data. Hence the optimal parametrisation for a given element depends often on the
envisaged application. This can be partly overcome by giving up a fixed functional form and
instead using an interpolating scheme with an open set of functions in the spirit of neural
networks (Behler & Parrinello, 2007) or a closed set of functions in the spirit of a reactive force
field (van Duin et al., 2001).

2.5 Example: Excess enthalpy of carbon in iron
Several empirical potentials have been proposed for the Fe-C system, due to the great
technological relevance for steel production. These models include different parametrisations
of the EAM type but also of the MEAM type that incorporates directional bonding. The
advantage of using such a comparably simple potential would be the ability to describe
microstructural effects that are known to be relevant for fabrication. In the following we will
focus on one of the central aspects, the dependence of the solution energy of carbon in α-iron
on external volumetric strain. An understanding of this is a prerequisite for predicting the
distribution of C within the microstructure of the material. The relation between solubility
and strain is also relevant to the interaction of carbon with extended defects such as grain
boundaries and dislocations. It can therefore be seen as a critical test to assess if a model of
the atomic interactions is applicable to the description of carbon near dislocations.
The solution energy (or excess enthalpy) is calculated by subtracting the cohesive energies of
the elemental systems from the cohesive energy of the mixed system at volume V, i.e.

ΔH(V) = EFeNC(V)− EFeN (V)− EC(V) (21)

where the number of iron atoms N is a variable in the calculations that defines the carbon
concentration per unit volume. The calculation of each of these contributions includes a
relaxation of the internal degrees of freedom at a fixed volume of the simulation cell.
A recent assessment (Hristova et al., 2011) compared the results of DFT and (M)EAM
calculations for the strain-dependent solution energy. These calculations were carried out for
a carbon atom in the energetically preferable octahedral interstitial site of a 3×3×3 unit-cell
of α-iron as shown in the left panel of Figure 5. This study showed that DFT calculations
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predict a mostly linear decrease of the solution energy with increasing volumetric strain. This
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Fig. 5. Calculations of the strain-dependent solubility of C in an octahedral position in α-iron
(indicated as the blue atom in left panel) show that only few empirical potentials are able to
reproduce the results of corresponding DFT calculations (Hristova et al., 2011) (right panel).

can be understood intuitively in terms of the additional volume of the supercell that can be
accommodated by the carbon atom. Despite this comparably simple intuitive picture, the
majority of investigated EAM and MEAM potentials deviate noticeably from the DFT results.
The overall trend, a decreasing solution energy with increasing strain, is present in all cases.
However, the error in the slope ranges from qualitatively wrong to quantitatively reasonable.
This example shows the need for developing predictive atomistic models. Once they are
available, they can be employed in determining effective material properties as outlined in
the next sections.

3. Lattice kinematics and energy

Beyond the task of more or less accurate description of atomic interactions presented in
the previous section, the question remains, how to quantify macroscopic materials data and
behaviour by considering the energy of an atom. The example in Section 2.5 already indicates
the strategy to predict the (un-)mixing behaviour. However, in order to investigate further
mechanical and thermodynamic materials properties a "more sophisticated analysis" of the
atomic energy is necessary, which will be done in the subsequent Sections.

3.1 Crystal deformations
We start with the consideration of bulk material (no surfaces) and assume a perfect, periodic
lattice. The current positions Xα, Xβ, Xγ, . . . of all atoms α, β, γ, . . . are described by the
reference positions Xα

0, Xβ
0 , Xγ

0 , . . . and the discrete displacements ξα, ξβ, ξγ, . . ., namely Xα =

Xα
0 + ξα, Xβ = Xβ

0 + ξβ, . . . (c.f., Figure 6). By introducing the distance vectors:

Rαβ
0 = Xβ

0 − Xα
0 , Rαβ = Xβ − Xα = Rαβ

0 + ξβ − ξα (22)
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between atom α and β the continuous displacement function u can be defined as follows:

ξα ≡ u(Xα
0) ≡ u(X0) , ξβ = u(Xβ

0 ) = u(X0) +
∂u
∂X0

· Rαβ
0 + . . . , (23)

Rαβ = Rαβ
0 +

∂u
∂X0

· Rαβ
0 = F · Rαβ

0 . (24)

Here the symbol F = I + ∂u
∂X0

stands for the deformation gradient well known
from macroscopic continuum mechanics. In order to describe the potential,
temperature-independent energy of a lattice the deformed configuration is expanded
into a TAYLOR series around the undeformed lattice state. If terms of higher order would be
neglected, the energy of an atom α, Eα(Rα1, . . . , RαN), within a deformed lattice consisting of
N atoms can be written as:

Eα(Rα1, . . . , RαN) = Eα(Rα1
0 , . . . , RαN

0 ) + ∑
β

(α �=β)

∂Eα

∂Rαβ

∣∣∣
Rαβ

0

·
(

Rαβ − Rαβ
0

)
+

+
1
2 ∑

β
(α �=β)

∂2Eα

∂Rαβ∂Rαβ

∣∣∣
Rαβ

0

· ·
(

Rαβ − Rαβ
0

) (
Rαβ − Rαβ

0

)
. (25)

�

�
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0
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Fig. 6. Kinematic quantities of the undeformed and deformed lattice.

Within standard literature dealing with lattice kinematics, e.g. (Johnson, 1972; 1974; Leibfried,
1955), the linearized strains are introduced by using the approximation ∇u ≡ ∂u

∂X0
≈ 1

2 (∇u +

(∇u)T) = E . Substituting Rαβ − Rαβ
0 by Eq. (24) yields:

Eα(Rα1, . . . , RαN) = Eα(Rα1
0 , . . . , RαN

0 ) + E · ∑
β

(α �=β)

∂Eα

∂Rαβ

∣∣∣
Rαβ

0

Rαβ
0 +

+
1
2
E · ·

(
∑

β
(α �=β)

Rαβ
0

∂2Eα

∂Rαβ∂Rαβ

∣∣∣
Rαβ

0

Rαβ
0

)
· · ET . (26)
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An alternative formulation of Eα is given by considering the scalar product of the atomic
distance vector Rαβ, viz.

Rαβ 2 = Rαβ · Rαβ = (F · Rαβ
0 ) · (F · Rαβ

0 ) = Rαβ 2
0 + Rαβ

0 · (C − I) · Rαβ
0 , (27)

in which GREEN’s strain tensor G = 1
2 (C − I) with C = FT · F is used to quantify the

deformation (for small deformations holds G ≈ E). Now the energy of Eq. (26) can be
rewritten as follows:

Eα(Rα12
, . . . , RαN2

) = Eα(Rα1
0

2
, . . . , RαN

0
2
) + 2G · · ∑

β
(α �=β)

Eα ′Rαβ
0 Rαβ

0 +

+
4
2

G · ·
(

∑
β

(α �=β)

Eα ′′Rαβ
0 Rαβ

0 Rαβ
0 Rαβ

0

)
· ·G (28)

with the abbreviation Eα ′ = ∂Eα/∂Rαβ 2|
Rαβ 2=Rαβ 2

0
. Since first derivatives of the energy must

vanish for equilibrium (minimum of energy) this expression allows to directly identify the
equilibrium condition, which - in turn - provides an equation for calculating the lattice
parameter a. Furthermore the last term of Eq. (28) can be linked to the stiffness matrix
C = [Cijkl], which contains the elastic constants of the solid. However, the atomic energy
Eα in Eq. (28) must be formulated in terms of the square of the scalar distances Rαβ between
the atoms α, β = 1, . . . , N.

3.2 Brief survey of JOHNSON’s analytical embedded-atom method
The specific form of Eα, Eα ′ and Eα ′′ in Eq. (28) strongly depends on the chosen interaction
model and the corresponding parametrization, i.e., the chosen form of the function(s), which
contribute(s) to the potential energy. Therefore we restrict the following explanations to
so-called EAM potentials, which were developed in the mid-1980s years by DAW & BASKES

and which were successfully applied to a wide range of metals, see also Section 2.4.
In order to quantify the different interaction terms in Eq. (19) parametrizations for φαβ, Fα and
ρβ are required. Here JOHNSON (Johnson, 1988; 1989) published an analytical version of the
EAM, which incorporates nearest-neighbors-interactions, i.e. atoms only interact with direct
neighbors separated by the nearest neighbor distance R0 = a(e)/

√
2 or R = a

√
2 (in case of an

FCC lattice), respectively. Here the symbol a denotes the lattice parameter and the index (e)
stands for "equilibrium". By considering the pure substance "A" the following, monotonically
decreasing form for the atomic charge density4 and the pairwise interaction term holds5

ρA(R
2) = ρ(e) exp

[
− β

(R2

R2
0
− 1

)]
, φAA(R2) = φ(e) exp

[
− γ

(R2

R2
0
− 1

)]
. (29)

4 This form corresponds the spherical s-orbitals; consequently this method mainly holds for isotropic
structures, such as FCC (Face-Centered-Cubic), cf. Figure 7. For more anisotropic configurations, such
as BCC (Body-Centered-Cubic) or HCP (Hexagonal-Closed-Packed), ρ̄α must be varied for different
directions, which lead to the Modified-EAM (Bangwei et al., 1999; Baskes, 1992; Zhang et al., 2006).

5 For convenience we omit the index "A" at the parameters ρ(e), β, φ(e), γ and R. The same
parametrizations hold for another pure substance "B". However ρA and ρB as well as φAA and φBB

have different fitting parameters.
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Originally, JOHNSON used the scalar distance R within the above equations, but due to
the explanations in Section 3.1 the present formulation in terms of R2 is used by simple
substitution (Böhme et al., 2007). By using the universal equation of state derived by ROSE

and COWORKERS (Rose et al., 1984) the embedding function reads:

FA(ρA) = −Esub

[
1 + α

(√
1 − 1

β
ln

ρ̄A

ρ̄
(e)
A

− 1
)]

exp
[

α

(
1 −

√
1 − 1

β
ln

ρ̄A

ρ̄
(e)
A

)]
− 6φ(e)

(
ρ̄A

ρ̄
(e)
A

) γ
β

(30)

with α =
√

κΩ(e)/Esub; (Ω(e): volume per atom). Hence three functions φAA, ρA,
and FA must be specified for the pure substance "A", which is done by fitting the five
parameters α, β, γ, φ(e), ρ(e) to experimental data such as bulk modulus κ, shear modulus
G, unrelaxed vacancy formation energy Eu

v , and sublimation energy Esub (Böhme et al.,
2007). For mixtures additional interactions must be considered and, therefore, the number
of required fit-parameters considerably increases. For a binary alloy "A-B" seven functions
φAA, φBB, φAB, ρA, ρB, FA, FB must be determined. Here the pairwise interaction, φAB, between
atoms of different type is defined by "averaging" as follows:

φAB =
1
2

( ρB
ρA

φAA +
ρA
ρB

φAA
)

. (31)

Consequently all functions are calculated from information of the pure substances; however
10 parameter must be fitted. In Figure 8 the different functions according to Eq. (19) are
illustrated for both FCC-metals Ag and Cu. The experimental data used to fit the EAM
parameters are shown in Table 1.

atom a in Å Esub in eV Eu
v in eV κ in eV/Å3 G in eV/Å3

Ag 4.09 2.85 1.10 0.65 0.21
Cu 3.61 3.54 1.30 0.86 0.34

Table 1. Experimental data for silver and copper (the volume occupied by a single atom is
calculated via Ω = a3/4).

(hcp)(fcc)(bcc)

a

a

a1 a2

c

Fig. 7. Elementary cell of the BCC, FCC and HCP lattice.

142 Thermodynamics – Kinetics of Dynamic Systems



Closing the Gap Between Nano- and Macroscale: Atomic Interactions vs. Macroscopic Materials Behavior 15

3.3 Equilibrium condition, elastic constants, and lattice energy

A. Pure substances

By means of Eq. (19) the atomic energy in Eq. (28) can be further specified. For this
reason we use the relation Rαβ 2 = Rαβ 2

0 + Rαβ
0 · G · Rαβ

0 derived in Section 3.1 and expand

φαβ(Rαβ 2), ρβ(Rαβ 2) as well as Fα(∑ ρβ(Rαβ 2)) around Rαβ 2
0 . Then the energy of atom α reads:

Eα =
1
2 ∑

β

φαβ(Rαβ 2
0 ) + Fα(ρ̄

(e)
α ) + G · ·

[
Aα + 2F′α(ρ̄

(e)
α )Vα

]
+

+ G · ·
[
Bα + 2F′α(ρ̄

(e)
α )Wα + 2F′′α (ρ̄

(e)
α )VαVα

]
· ·G (32)

in which the following abbreviations hold:

Aα = ∑
β

φ′αβ(Rαβ 2
0 )Rαβ

0 Rαβ
0

Bα = ∑
β

φ′′αβ(Rαβ 2
0 )Rαβ

0 Rαβ
0 Rαβ

0 Rαβ
0 ,

Vα = ∑
β

ρ′β(R
αβ 2
0 )Rαβ

0 Rαβ
0

Wα = ∑
β

ρ′′β(R
αβ 2
0 )Rαβ

0 Rαβ
0 Rαβ

0 Rαβ
0 . (33)

Note that in case of equilibrium the nearest neighbor distance is equal for all neighbors β,
viz. Rαβ

0 = R0 = const. By considering an FCC lattice with 12 nearest neighbors one finds
1
2 ∑β φαβ(Rαβ 2

0 ) = 6φ(e) and ρ̄
(e)
α = 12ρ

(e)
α .

Three parts of Eq. (33) are worth-mentioning: The first two terms represent the energy of
atom α within an undeformed lattice. The term within the brackets [. . .] of the third summand
denotes the slope of the energy curves in Figure 8 (a). If lattice dynamics is neglected, the
relation Aα + 2F′α(ρ̄

(e)
α )Vα = 0 will identify the equilibrium condition and defines the nearest

neighbor distance in equilibrium. The expression within the brackets G · ·[. . .] · ·G of the last
term can be linked to the macroscopic constitutive equation Eelast/V = 1

2E · ·C · · E with G ≈
E (HOOKE’s law). Here C stands for the stiffness matrix and the coefficients [Cijkl] represent

the elastic constants. In particular we note: Cα = 2
Ω(e) [B

α + 2F′α(ρ̄
(e)
α )Wα + 2F′′α (ρ̄

(e)
α )VαVα].

Thus, in case of the above analyzed metals Ag and Cu, we obtain the following atomistically
calculated values6 (for comparison the literature values (Kittel, 1973; Leibfried, 1955) are
additionally noted within the parenthesis):

CAg
1111 = 132.6 (124) GPa , CAg

1122 = 90.2 (94) GPa , CAg
2323 = 42.4 (46) GPa ,

CCu
1111 = 183.7 (168) GPa , CCu

1122 = 115.1 (121) GPa , CCu
2323 = 68.7 (75) GPa ,

with C1111 = C2222 = C3333; C1122 = C1133 = C2233; C2323 = C1313 = C1212 and Cijkl = Cklij.
Obviously the discrepancy between the theoretical calculations and experimental findings is

6 There are three non-equivalent elastic constants for cubic crystals (Leibfried, 1955).
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R

(a) energy of atom α

( )

(b) embbeding function

R

(c) atomic electronic density

R

(d) pairwise, repulsive interaction

Fig. 8. Different contributions to the EAM potential for silver (α = 5.92, β = 2.98, γ = 4.13,
φ(e) = 0.48 eV/Å3, ρ(e) = 0.17 eV/Å3) and copper (α = 5.08, β = 2.92, γ = 4.00, φ(e) = 0.59
eV/Å3, ρ(e) = 0.30 eV/Å3).

reasonably good; the relative error range is 4.1 (CAg
1111) - 9.3 (CCu

1111) percent.

B. Alloys

Up to now we only discussed atomic interactions between atoms of the same type.
Consequently the question arises, how to exploit the energy expression in Eq. (32) for
solid mixtures. To answer this question we have to clarify, how different "types of
atoms" can be incorporated within the above set of equations. For this reason let us
consider a non-stoichiometric (the occupation of lattice sites by solute substance takes place
stochastically, no reactions occur) binary alloy "A-B" with the atomic concentration y. Hence
we must distinguish the following interactions: A⇔A, B⇔B, A⇔B. Following DE FONTAINE

(De Fontaine, 1975) we introduce the discrete concentration ŷγ = δγB; γ = {1, . . . , N}, where

δij is the KRONECKER symbol. Then φαβ and ρ̄
(e)
α can be written as:

φαβ = φAA +
[
ŷα + (1 − 2ŷα)ŷβ

]
φ + (ŷα + ŷβ)φ̃ , (34)

ρ̄
(e)
α = ∑

β

[
ŷβ(ρB − ρA) + ρA

]
(35)
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with the definitions φ = φAB − 1
2 (φ

AA + φBB) and φ̃ = 1
2 (φ

BB − φAA). Here ŷγ acts as a
"selector", which provides the corresponding interaction terms depending on which pair of
atoms is considered. Thus, in particular, ŷα/β are both zero, if two "A" atoms are considered

and φαβ = φAA and ρ̄
(e)
α = ∑β ρA would follow. Replacing the discrete concentrations by its

continuous counterpart:

ŷα = y(Xα
0) ≡ y(X0) , ŷβ = y(X0) +

∂y
∂X0

· Rαβ
0 +

1
2

∂2y

∂X2 · ·Rαβ
0 Rαβ

0 (36)

yields the so-called mean-field limit7, viz.

φαβ = φAA + 2y(1 − y)φ + 2yφ̃ +O
(
∇y,∇2y

)
, (37)

ρ̄
(e)
α = ρ̄A + yρ̄Δ +O

(
∇y,∇2y

)
with ρ̄Δ = ∑

β

(ρ̄B − ρ̄A) . (38)

In a similar manner the embedding function Fα in Eq. (32) is decomposed:

Fα(ρ̄
(e)
α ) = (1 − y)FA + yFB , (39)

but note that the argument of FA/B is also defined by a decomposition according to Eq. (38).
Therefore FA and FB are separately expanded into a TAYLOR series around the weighted
averaged electron density ρ̄av = (1 − y)ρ̄A + yρ̄B, namely FA/B(ρ̄

(e)
α ) = FA/B(ρ̄av) +O(∇2y).

Moreover, the quantities Aα, Bα, F′αVα, F′′α VαVα, and F′αWα can be also treated analogously
to Eqs. (39-37). Finally, one obtains for the energy of an atom α within a binary alloy, see also
(Böhme et al., 2007) for a detailed derivation:

Eα(y) =
1
2
gAA + FA + ygφ̃ + y(FB − FA) + y(1 − y)gφ+

+ G · ·
[

AA + 2yAφ̃ + 2y(1 − y)Aφ + 2
(

VA + yVΔ
)(

F′A + y(F′B − F′A)
)]

+

+
1
2

G · ·
[

2BA + 4yBφ̃ + 2y(1 − y)Bφ + 4
(

WA + yWΔ)(F′A + y(F′B − F′A)
)
+

+ 4
(

VA + yVΔ
)(

VA + yVΔ
)(

F′′A + y(F′′B − F′′A)
)]

· · G +O(∇y,∇2y) (40)

with the abbreviations: gAA = ∑β φAA, gφ = ∑β φ, gφ̃ = ∑β φ̃. The remaining abbreviations

AA, Aφ, Aφ̃, Bφ, Bφ̃, VΔ, and WΔ are defined correspondingly to Eq. (33); here the indices

A, φ, φ̃, and Δ refer to the first argument within the sum, i.e. φAA ′; φ′ or φ′′; φ̃′ or φ̃′′, and
(ρ′B − ρ′A) or (ρ′′B − ρ′′A). Eq. (40) indicates various important conclusions:

• The terms of the first row stand for the energy of the undeformed lattice. Here no
mechanical effects contributes to the energy of the (homogeneous) solid. These energy

7 For homogeneous mixtures concentration gradients can be neglected; for mixtures with spatially
varying composition terms with ∇y = ∂y/∂X0 and ∇2y = ∂y2/∂X2

0 contribute e.g. to phase kinetics,
cf. (Böhme et al., 2007).
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terms are typically used in equilibrium thermodynamics to determine GIBBS free energy
and phase diagrams.

• The second row, in particular the expression within the brackets [. . .], identifies the
equilibrium condition since first derivatives of the energy must vanish in equilibrium.
Analyzing the root

AA + 2yAφ̃ + 2y(1 − y)Aφ + 2
(

VA + yVΔ
)(

F′A + y(F′B − F′A)
)
≡ 0 (41)

yields a(e)(y) as a function of the concentration, cf. example below.

• The term of the third and last row denotes the elastic energy Eelast = 1
2E · ·C(y) · · E with

E ≈ G of an atom in the lattice system. Consequently, the bracket term characterizes the
stiffness matrix of the solid mixture, viz.

C(y) =
1

Ω(e)(y)

[
2BA + 4yBφ̃ + 2y(1 − y)Bφ + 4

(
WA + yWΔ)(F′A + y(F′B − F′A)

)
+

+ 4
(

VA + yVΔ
)(

VA + yVΔ
)(

F′′A + y(F′′B − F′′A)
)]

. (42)

Note that Ω(e)(y) is calculated by a(e)(y) following from Eq. (41).

Figure 9 (left) displays the left hand side of Eq. (41) as a function of R2 for different
concentrations y = yCu in Ag-Cu. The root defines the equilibrium lattice parameter, which
is illustrated in Figure 9 (right). Obviously, a(e)(y) does not follow VEGARD’s law. However,
by using the mass concentration c(y) = yMCu/(yMCu + (1 − y)MAg) instead of y the linear
interpolation a(e)(c) = (1 − c)aAg + caCu holds.

a(e
)
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u

m
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n
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io

n

y = 0.1
0.3
0.50.7

0.9

R

Fig. 9. Left: Left hand side of the equilibrium condition for different, exemplarily chosen
concentrations (R2

0,Ag = 8.35, R2
0,Cu = 6.53). Right: Calculated equilibrium lattice parameter

as a function of concentration.

The three independent elastic constants for the mixture Ag-Cu are calculated by Eq. (42) and
illustrated in Figure 10. Here we used a(e)(yi), with yi = 0, 0.05, . . . , 0.95, 1 correspondingly to
Figure 9 (right). It is easy to see, that for y = 0 (Ag) and y = 1 (Cu) the elastic constants of
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silver and copper, illustrated on page 15, result. However, for 0 < y < 1 the elements of the
stiffness matrix do not follow the linear interpolation as indicated in Figure 10.

a a a

Fig. 10. Calculated elastic constants for Ag-Cu as function of concentration.

Finally, Eq. (40) allows to analyze the so-called excess enthalpy gexc of the solid system,
which characterizes the (positive or negative) heat of mixing. It represents the deviation
of the resulting energy of mixture with concentration y from the linear interpolation of
the pure-substance-contributions, cf. Section 2.5. By considering the so-called regular
solution model introduced by HILDEBRANDT in 1929, see for example the textbook of
(Stølen & Grande, 2003):

gexc = Λ y(1 − y) with y = yB , yA = 1 − y (binary alloys) . (43)

the excess term can be directly identified in Eq. (40) as the coefficient of y(1 − y). However,
the above regular solution model only allows symmetric curves gexc(y), with the maximum
at y = 0.5. This shortcoming originates from the constant Λ-value and is remedied within the
above energy expression of Eq. (40). In particular holds:

Λ = Λ(y) = gφ(y) + G(y) · ·Bφ · ·G . (44)

Here gφ as well as Bφ are given by the interatomic potentials8 and must be evaluated at the
concentration dependent nearest neighbor distance R0(y) = a(e)(y)/

√
2, which - in turn -

follows from the equilibrium condition. Thus, symmetry of Eq. (43) does not necessarily exist.
Moreover, further investigations of Eq. (44) may allow a deeper understanding of non-ideal
energy-contributions to solid (and mechanically stressed) mixtures.

8 Note, that Λ exclusively depends on the pairwise interaction terms; contributions from the embedding
functions naturally cancel.
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4. Thermodynamic properties

Atomistic approaches for calculating interaction energies cannot only be used to quantify
deformation and mechanical equilibrium but may also serve as the basis for accessing
thermodynamic and thermo-mechanical properties as we will show in the following section.

4.1 Phase diagram construction
In macroscopic thermodynamics the molar GIBBS free energy of an undeformed binary
mixture is typically written as (pressure P = const.):

g̃(y, T) = (1 − yB)g̃A(T) + yB g̃B(T) + NAkBT
[
yB ln yB + (1 − yB) ln(1 − yB)

]
+ g̃exc(y, T) .

(45)

The first and second term represent the contributions from the pure substances; the third
summand denotes the entropic part of an ideal mixture −Ts̃(y) = −NAkBT ∑2

i=1 yi ln yi with
NA = 6.022 · 1023 mol−1 (AVOGADRO constant) and kB = 1.38 · 10−23 J/K (BOLTZMANN

constant) and the last term stands for the molar excess enthalpy.
By using the identity g̃(y, T) = NAg(y, T) = NA[Eα − Ts(y)] the atom-specific GIBBS free
energy can be directly calculated from the expression in Eq. (40), viz.

g(y, T) = (1 − yB)(6φAA + FA) + y(6φBB + FB) + kBT
[
yB ln yB + (1 − yB) ln(1 − yB)

]
+

+ 12y(1 − y)φ . (46)

Obviously, the GIBBS free energy curve is superposed by three, characteristic parts, namely
(a) a linear function interpolating the energy of the pure substances; (b) a convex, symmetric
entropic part, which has the minimum at y = 0.5 and vanishes for y = {0, 1} and (c) an excess
term, which - in case of binary solids with miscibility gap - has a positive, concave curve
shape, cf. Figure 11 (right). Hence, a double-well function results, as illustrated in Figure 11
(left) for the cases of Ag-Cu at 1000 K. Here the concave domain y ∈ [0.19, 0.79] identifies the
unstable regime, in which any homogeneous mixture starts to decompose into two different
equilibrium phases (α) and (β) with the concentrations y(α), y(β), cf. (Cahn, 1968).
In order to determine the equilibrium concentrations the so-called common tangent rule must
be applied. According to this rule the mixture decomposes such, that the slope of the energy
curve at y(α)/β is equal to the slope of the connecting line through these points, as illustrated
in Figure 11 (left), i.e.

∂g(y, T)
∂y

∣∣∣∣
y=y(α)

=
∂g(y, T)

∂y

∣∣∣∣
y=y(β)

=
g(y(β), T)− g(y(α), T)

y(β) − y(α)
. (47)

Eq. (47) provides two equations for the two unknown variables y(α)/(β). The quantity g(y, T)
as well as its derivatives can be directly calculated from the atomistic energy expression in
Eq. (46).
Figure 12 (squared points) displays the calculated equilibrium concentrations for different
temperatures. Here the dashed lines represent experimental data adopted from the database
MTDataTM. As one can easily see, there is good agreement between the experimental
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Fig. 11. Left: Atomic GIBBS free energy curve for Ag-Cu at 1000 K, adopted from the program
package MTDATATM (MTDATA, 1998) including the common tangent (dashed line) for
defining the equilibrium concentration. Right: Comparison of the theoretically and
experimentally obtained atomic excess enthalpy.

and theoretical results. Deviations mainly occur for the high temperature regime and - in
particular - for the (β)-phase. Two reasons are worth-mentioning:

(a) The temperature only enters via the entropic part in Eq. (46); lattice dynamics are neglected
up to now. Adding a vibrational term to the energy expression yields an explicitly
temperature-depending equilibrium condition and lattice parameter a(e)(T, y), which
increases the agreement between experiment and atomistic model, cf. (Najababadi et al,
1993; Williams et al., 2006).

(b) As indicated in Figure 11 (right) the excess enthalpy crucially determines the concave area
of the g-curve and, therefore, y(α)/(β). Obviously, the applied, analytical nearest-neighbor
EAM model, cf. Section 3.2, leads to overestimated excess data, as illustrated in Figure
11 (right). Here better results can be found by incorporating more neighbors or increased
interaction models, such as MEAM potentials (Feraoun et al., 2001).

However, the calculated solid part of the phase diagram qualitatively and also in a wide
range quantitatively reproduces the experimental values and confirms the applicability of the
present model for thermodynamic calculations.

4.2 Lattice vibrations, heat capacity, and thermal expansion
Up to now no contributions to the energy resulting from lattice dynamics are considered.
Indeed, temperature and (mean) velocity of the particle system are directly coupled and,
thus, temperature-depending materials properties can only be precisely determined on the
atomistic scale by incorporating lattice vibrations, i.e. phonons.
To this end the lattice is modelled as a 3D-many-body-system, consisting of mass points
(atoms) and springs (characterized by interatomic forces). Thus, the equation of motion
of atom α can easily be found by the framework of classical mechanics. By considering
mαξ̈

α
= Fα = −∇Eα and Eq. (25) one can write the following equation of motion for the
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Fig. 12. On the phase diagram construction. Atomistically calculated data (squared points)
vs. experimental data (dashed line), adopted from MTDATATM, (MTDATA, 1998).

discrete displacement ξ
α

of atom α:

mαξ̈
α
= −∑

β

∂2Eα

∂Rαβ∂Rαβ

∣∣∣
Rαβ

0

· (Rαβ − Rαβ
0 ) . (48)

In what follows we restrict ourselves to the so-called harmonic approximation, which means
that terms beyond quadratic order are neglected in Eq. (25). Please note the identity Rαβ −
Rαβ

0 = ξβ − ξα; consequently Eq. (48) represents a partial differential equation for ξα, which
can be solved by the ansatz for planar waves, (Leibfried, 1955):

ξα = e ei(k·Xα
0−ωt) and ξβ = e ei(k·Xβ

0−ωt) . (49)

Here e stands for the normalized vector parallel to the direction of the corresponding
displacement. Inserting the above ansatz into Eq. (48) yields:

mαω2 e = ∑
β

∂2Eα

∂Rαβ∂Rαβ

∣∣∣
Rαβ

0

· e
(

1 − eik·Rαβ
0

)
= ∑

β

Dαβ(Rαβ
0 ) · e

(
1 − eik·Rαβ

0

)
. (50)

The symbol Dαβ represents the force constant matrix, the 3D-analogon to the spring constant
within HOOKE’s law in one dimension. By combining Dαβ and the exponential function yields
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the dynamical matrix D̃αβ
(k), which can be directly linked to the FOURIER transform of the

force constant matrix.
In case of EAM potentials Eα only depends on the distance Rαβ or Rαβ 2, respectively.
Therefore the chain rule ∂2Eα/(∂Rαβ)2 = (∂2Eα/∂x2)(∂x/∂Rαβ)2 + (∂Eα/∂x)(∂2x/∂Rαβ 2)
must be applied to obtain Dαβ.
Furthermore, ω denotes the angular velocity defining the time Θ = 2π/ω required for one
period of the propagating wave; k identifies the wave vector, which defines the direction of
wave propagation and the wave length λ = 2π/|k|.
Equation (50) represents an eigenvalue problem, which can be solved by the following
equation:

det
[
∑
β

Dαβ(Rαβ
0 )

(
1 − eik·Rαβ

0

)
︸ ︷︷ ︸

=D̊
αβ

−Imαω2
]
= 0 . (51)

The three eigenvalues, D̊I/II/III(k) = mαω2
I/II/III(k), of the 3×3 matrix D̊

αβ
yield the

eigenfrequencies νI/II/III(k) = ωI/II/III(k)/(2π). Additionally, Eq. (51) defines three
eigenvectors eI/II/III with ek el = I and k, l ∈ {I,II,III}, i.e. they form an orthonormal basis.
Moreover, eI/II/III determine the polarization of the wave - namely the oscillation direction of
atoms. In particular, one longitudinal wave (ek⊥k) and two transversal waves (ek||k) can be
typically found in an elemental system.

L

L

T =T1 2

T =T1 2

T1

T2

L

� � L��

Fig. 13. Phonon dispersion of copper calculated for the three elementary FCC-symmetry
directions [001], [011], and [111] with Johnson’s nearest neighbor EAM potentials, (Johnson,
1989). Squared, red points identify experimental data at room temperature according to the
literature, (Bian et al., 2008; Svensson et al., 1967).
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At finite temperature real crystal vibrations show a wide range of wave vectors and
frequencies. To quantify the dynamical characteristics of the lattice phonon dispersion curves
are measured (or calculated), which displays all frequencies for the lattice-specific symmetry
directions. Figure 13 illustrates the phonon dispersion curves, calculated from the atomistic
model for copper. Here we considered the three elemental symmetry directions of the
FCC-structure, namely ξ[100], ξ[011], and ξ[111] with ξ ∈ [0, 2π/a(e)] or ξ ∈ [0, π/a(e)],
respectively (1st BRILLOUIN zone9). The squared, discrete points are added for comparative
purposes and identify experimental data obtained from (Bian et al., 2008; Svensson et al.,
1967).
By means of quantum-mechanics and statistical physics the kinetic energy, resulting from
lattice vibrations, can be written as, cf. (Leibfried, 1955):

Eα
kin(T) =

1
N

3N

∑
i=1

∑
k

h νi(k)
2

+
1
N

3N

∑
i=1

∑
k

h νi(k)

exp
[
h νi(k)
kBT

]
− 1

, (52)

in which the variable h = 6.626 · 10−34 Js denotes PLANCK’s constant. Furthermore the
summation is performed over all occurring eigenfrequencies ν1, . . . , ν3N of the N atoms within
the lattice system and the wave vectors k. The relation of Eq. (52) results from considering
the 6N-dimensional phase space, well-established in statistical mechanics, and by adding the
energy-contribution of each oscillator to the partition function Z. Consequently an expression
for the total kinetic energy Etot

kin is obtained, from which Eα
kin follows by introducing the factor

1/N. The total energy of atom α can now be written as:

Eα
tot(T, y) = Eα

(EAM)(y) + Eα
kin(T) , (53)

At this point it is worth-mentioning, that the question of which and how many frequencies
νi and wave vectors k are used to quantify Etot

kin may strongly determine the accuracy of all
subsequently derived quantities. In (Bian et al., 2008) the authors, for example, uniformly
discretized the BRILLOUIN zone by 203 grid points and used a weighted sum of 256 different
wave vectors. However, such procedure requires considerable computational capacities since
the eigenvalue-problem of Eq. (51) must be solved for each choice of k. In the present work
we exclusively investigated a weighted sum of the eigenfrequencies of the three elemental
symmetry directions [001], [011], and [111].
Equation (53) can be interpreted as the relation for the particle-specific internal energy of
the solid, in which the temperature is included via the kinetic term. The heat capacity cv
at constant volume10 can now be calculated by means of the partial derivative:

cv(T, y) =
∂Eα

tot(T, y)
∂T

=
dEα

kin(T)
dT

. (54)

Figure 14 compares the calculated heat capacity for copper with the experimental one
constructed from the measured EINSTEIN frequency and the homonymous ansatz for cv,
(Fornasini et al., 2004).

9 The first BRILLOUIN zone represents the unit cell in the reciprocal lattice, for more details see for
example (Yu & Cardona, 2010).

10 This condition can be guaranteed by setting e.g. a = a(e) but any volume-preserving deformation is
possible.
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Fig. 14. Molar heat capacity cv at constant volume, calculated from EAM potentials. The
solid line denotes the fitting curve, according to EINSTEIN’s model by using the EINSTEIN

frequency νE = TEkB/h = 4.96 THz measured by Extended X-ray-Absorption Fine-Structure
(EXAFS), (Fornasini et al., 2004).

Due to the vibrational part the total energy of atom α additionally depends on T. The thermal
expansion coefficient can be calculated by expanding Eα

tot into a TAYLOR series according to
Eqs. (26,28), but additionally incorporating derivatives of T. A subsequent exploitation of
terms of mixed derivatives yields the thermal expansion coefficient, cf. (Leibfried, 1955), pp.
235 ff..
An alternative approach for the determination of the thermal expansion coefficient is given
by the following illustrative arguments, see also Figure 15 (upper left). For T = 0 atom
α is situated in the potential energy minimum defined by the equilibrium nearest neighbor
distance R0. For T > 0 the atoms oscillates around the equilibrium position. Here the sum
Epot + Ekin defines the oscillating distance R− and R+, cf. Figure 15 (upper left). The center
position R01 = R− + 0.5(R+ − R−) defines the equilibrium distance for T > 0. Note that
R01 is greater than R0, due to the asymmetry of the energy curve w.r.t. the energy minimum.
For increasing temperatures the kinetic energy and R01 increase, cf. 15 (upper right), which
characterizes the thermal expansion.
Figure 15 (lower left) illustrates the oscillation range (R+ − R−) following from both
intersections of E∗(T, R) with the horizontal axis and the construction of R01 for different
temperatures. The resulting nearest neighbor distances are displayed in the lower right panel.
By assuming isotropy on the macroscopic level the following equations hold for thermal
expansion:

E th = αth(T)(T − Tref) , αth(T) = αth(T) I , αth(T) =
1

R01(T)
dR01(T)

dT
. (55)

An exploitation of Eq. (55) at T = 300 K yields the thermal expansion coefficient of αth =
9.1 · 10−6 K−1. This value is smaller than the corresponding literature value αth

Cu ≈ 15 · 10−6

K−1 (Bian et al., 2008), whereas the temperature dependence R01 = R01(T) ⇔ a(e) = a(e)(T)
qualitatively agrees with experimental observations.
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The reasons for the deviations are different. First, no anharmonic terms or electronic
contributions are considered. Therefore, deviations occur, particularly in the high temperature
regime, (Kagaya et al., 1988; Wallace, 1965). Second, the limited consideration of exclusively
nine eigenfrequencies according to the three elementary symmetry directions lead to a
reduced description of the vibrational energy. Consequently, αth is insufficiently reproduced.
Indeed, incorporating more wave vectors leads to more accurate results (Bian et al., 2008;
Kagaya et al., 1988), but the computational costs drastically increase.
In case of cubic lattice symmetry the heat capacity at constant pressure, cp, can be easily
calculated via the relation cp(T) = cv(T) + 3T(C1111 + 2C1122)α

2
th(T). Finally we emphasize,

that the above framework can be also applied to solid mixtures. For this reason the dynamical

matrix D̃αβ
(k, y) must be calculated by the first line of the energy expression in Eq. (40).

Please note the additional argument y in D̃αβ, and consequently in νi(k, y) and Eα
kin(T, y).

Furthermore one needs the mean field relation mα(y) = ymB + (1 − y)mA with y = yB.
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Fig. 15. Upper left: On the origin of thermal expansion. The shift from Rαβ
0 to Rαβ

01 results from
the asymmetric energy curve around the minimum. Upper right: kinetic energy of Cu-atoms
calculated for different temperatures. Lower left: E∗(R, T) = Eα

pot(R) + [Eα
pot(R0)− Eα

kin(T)];
the roots define R− and R+. Lower right: Theoretical nearest neighbor distance at various
temperatures.
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5. Molecular dynamic simulations

The application of atomistic calculations presented in the previous two sections dealt with
ideal crystal lattices. In the following section we will show how to extend the range of
applications to arbitrary microstructures by using molecular dynamic simulations.

5.1 Methodology
Molecular dynamics (MD) simulations play an important role in materials science. They are
based on the integration of NEWTON’s equation of motion and applied in order to understand
the dynamic evolution of a system in time. This evolution is driven by the interaction of the
particles that enter the equations of motion as forces. In contrast to the quantities calculated in
the previous Sections 3 and 4 MD-simulations are particularly useful to obtain quantities that
are not accessible directly such as macroscopic diffusion constants or melting temperatures.
For an in-depth introduction to MD-simulations we refer the reader to one of the many
textbooks (Allen & Tildesley, 1989; Frenkel & Smit, 2001).
The starting point of an MD-simulation is the choice of a thermodynamic ensemble
that determines which thermodynamic variables are conserved during the runtime of the
simulation. The thermodynamic variables most relevant for applications are temperature T,
pressure P, volume V, internal energy E, particle number N and chemical potential μ. The
most important ensembles for MD simulations are

• the microcanonical ensemble with constant N, V, E,

• the canonical ensemble with constant N, V, T, and

• the grand-canonical ensemble with constant μ, V, T.

These macroscopic thermodynamic variables are implicitly included in an atomistic
simulation. Their calculation provides a direct link between the macroscopic (system-wide)
properties and the microscopic (atom-resolved) MD-simulation. For example, the
system-wide instantaneous temperature at a time t is calculated by equipartitioning the kinetic
energy of N atoms

1
2
kBT(t) =

N
∑

α=1

1
2mα[vα(t) · vα(t)]

3N
(56)

where mα and vα are mass and velocity of particle α, respectively. The direct results of an
MD-simulation are the positions, velocities and cohesive energies of the system along the
simulated trajectory. An example of an NVE simulation is shown in Figure 16: the total energy
is constant but the cohesive (i.e. potential) and kinetic energy and the temperature of the
system are fluctuating.
The particular choice of ensemble is realised technically by the use of appropriate boundary
conditions, thermostats and/or barostats. The variety of available thermostats and barostats
differs mainly in the time-reversibility and in the statistic properties. An MD-simulation starts
from an initial structure, i.e. atomic positions Xα(t = 0), by calculating the forces on the
atoms α. Based on these forces the equations of motion are integrated for a specific timestep
δt, i.e. the atomic positions are propagated in time using to new atomic positions Xα(t +
δt). This is then repeated iteratively (Figure 17), thereby creating the trajectory of the system
evolving in time. The propagation of atomic positions in time, based on derivatives of the
energy landscape, is an extrapolation with an accuracy that is directly related to the timestep
δt. A decrease of δt increases the accuracy of the extrapolation but at the same time decreases
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Fig. 17. Flowchart illustrating the principle of a typical MD-simulation.

the simulated system time for a given number of simulation steps. This is overcome by the
different integrators that optimise the accuracy of the trajectory for a given number of force
and energy calculations per unit system time. A simple approach is the VERLET algorithm
that takes the difference of a TAYLOR expansion of the energy for t − δt and t + δt. Then the
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terms of even power vanish and one obtains

Xα(t+ δt) = 2Xα(t)− Xα(t− δt) +
Fα(t)
m

δt2 +O(δt4) (57)

as MD-integrator scheme with an error of the order of δt4. Due to the absence of
velocities in the extrapolation of positions the VERLET algorithm cannot be coupled with
thermostats/barostats and hence is suitable for NVE ensembles only. Other ensembles can
be realised with, e.g., the VELOCITY-VERLET algorithm that involves both, positions and
velocities

Xα(t+ δt) = Xα(t) + vα(t)δt+
1
2

aα(t)δt2 +O(δt4) , (58)

vα(t+ δt) = vα(t) +
1
2
[aα(t) + aα(t+ δt)] δ +O(δt3) , (59)

where aα denotes the acceleration of atom α. Besides the many other schemes for determining
the NEWTONian trajectory (e.g. the NOSE-HOOVER scheme) there are stochastic approaches
that aim to explore the phase space of a system instead of following a particular trajectory
(LANGEVIN dynamics). Note that these algorithms are independent of the physical approach
of the force calculation and purely classical. Treating the dynamics of the system in its full
quantum-mechanical character requires more elaborate techniques (Marx & Hutter, 2009).
The structural evolution of the system can be assessed by considering averaged quantities of
the atomic positions. The radial distribution function g2 measures the correlation between the
probabilities ρ(Xα) and ρ(Xα,∗) of finding atom β in an infinitesimal volume element at Xα or
Xα,∗, respectively, and the probability ρ(Xα, Xα,∗) of finding atoms in both volume elements.

ρ(Xα, Xα,∗) = [ρ(Xα)ρ(Xα,∗)] g2(X
α, Xα,∗) (60)

This quantity (Figure 18, left) corresponds to measuring the distance-relation between the
atoms and provides a good indicator if the system is solid or liquid.
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Fig. 18. Radial distribution function (left) and mean square displacement (right) as obtained
from an MD simulation (here σ identifies the equilibrium lattice constant).
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Another indicator in this direction is the mean square displacement

∂

∂t

〈
ξ(t)2

〉
=

∂

∂t

⎡
⎣ 1
N

N

∑
β=1

ξβ(t)2

⎤
⎦ = 6D , (61)

that relates the microscopic displacements, ξβ = Xβ − Xβ
0 , to the macroscopic diffusion

constant D. The time-evolution of this average over atoms gives an indicator of the onset of
diffusion in the system. The derivative of the time-evolution of the mean square displacement
(Figure 18, right) allows to deduce the macroscopic diffusion constant D. This routinely
calculated quantity can be further utilised as input parameters for coarse-grained approaches
such as e.g. kinetic Monte-Carlo that is described in detail in e.g. Refs. (Allen & Tildesley,
1989; Frenkel & Smit, 2001).

5.2 Application: Structural transformations
Quantities like the mean-square displacement and the radial distribution function introduced
in the previous paragraph provide an overall picture of the system. They are based on
atom-averages over quantities which can vary significantly throughout the system. However,
such averaging causes loss of information on e.g. a heterogeneous or microstructured system.
A technologically important case of a heterogeneous system is a polycrystal that contains
crystal grains with different mutual orientations. In some cases the microscopic single-crystal
information can be extrapolated to the macroscopic poly-crystalline correspondence, like e.g.
the elastic constants (Hill et al., 1963) for randomly distributed grain orientations.
But in the case of structural transformations the spatial variation of the crystal structure and its
dependence on time and temperature is the central result of the simulation. This is illustrated
by the isolated grain shown in Figure 19 that one of the present authors investigated in the
context of growth on microstructured substrates of HCP Titanium. Here, the description of

Fig. 19. Isolated grain of HCP Titanium after atomistic relaxation using an embedded-atom
potential (Hammerschmidt et al., 2005). The applied angle of misorientation corresponds to a
coincidence-site lattice.
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interatomic interactions is carried out with an embedded-atom potential described earlier.
The parametrisation of the EAM potential was particularly optimised for the description of
the undercoordinated atoms at the grain boundary (Hammerschmidt et al., 2005). The atomic
structure shown in Figure 19 was obtained by (i) determining the energetically favored atomic
structure of the Σ7(0001) coincidence-site lattice (CSL) grain boundary, (ii) setting up a block
of CSL cells of orientation A surrounded by cells of orientation B and (iii) relaxing the atoms
in the interface area. The atomic relaxation of the interface region did not allow the grain
to decay, but resulted in a change of the grain shape from rectangular to nearly circular.
Visualising the relaxed grain (Figure 19) along the crystal axis [1000] in Figure 20 allows one
to easily distinguish the misoriented grain from the surrounding. In order to investigate the

Fig. 20. Initial isolated grain (a), viewed along [0001], undergoes a structural transformation
and orients itself to match the surrounding crystal directions (b). The MD-simulation was
carried out for 20 ps at 300 K with the bottom three layers fixed, cf. (Hammerschmidt et al.,
2005).

structural stability of the isolated grain at elevated temperatures, we carried out molecular
dynamic simulations. In particular, we simulated an NVT ensemble for 20 ps at 300 K where
we kept the bottom three layers fixed in order to mimic a microstructured substrate. The
central finding of this simulation is the decay of the isolated grain within a very short time
already at room temperature. Repeating this procedure for isolated grains of different sizes
showed that the thermal stability increases with diameter. In particular, we found that grains
with a diameter of at least 33Å are thermally stable over a maximum simulation time of
several hundred ps. This compares well with the experimentally observed minimum grain
size.
In this example, the analysis of the molecular dynamic simulation is straight-forward.
However, simulations of long times and/or large systems make it hard to identify particular
events due to the shear mass of data on atomic trajectories. This calls for approaches that
transform the information on atomic positions to meaningful derived atom-based properties
like e.g. the moments of the bond-order potentials, Eq. (13), or to even coarse-grained entities
like dislocation skeletons (Begau et al., 2011).
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6. Summary and outlook

In the foregoing sections various approaches were explained, which allows for the calculation
of macroscopic thermodynamic data (e.g. elastic constants, phase stability data, excess
enthalpy, heat capacity, and thermal expansion) or mesoscopic material properties (e.g. grain
evolution) by using atomistic calculation methods. Starting with the quantum-mechanical
SCHRÖDINGER equation and ending with various empirical potentials a brief hierarchical
overview was given, which describes different precise possibilities to quantify atomic
interactions. Subsequently, the EAM-framework was applied to derive energy expressions
for the pure solid and binary alloys. Once the energy is calculated investigations of static and
dynamic (vibrations) lattice deformations as well as thermodynamic and thermo-mechanical
materials behaviour can be performed. For this reason different, technologically relevant
materials were investigated such as Fe-C, Ag, Cu, and the binary brazing alloy Ag-Cu. In
order to analyze the thermodynamics of many particle systems (such as diffusion) statistical
ensembles and mean quantities (e.g. the mean displacement) were finally considered,
which are derived, for example, via MD-simulations. In particular, MD-calculations were
presented, which allow to predict the temporal evolution of different grain orientations in
"polycrystalline" Titanium.
The presented methods can help to overcome many difficulties related to the determination
of material parameters on the mesoscopic length scale. Note that there are already
many examples - beyond the present work - for the successful applications of atomistic
calculations to gain information about the materials behavior on micro- or macroscale, see e.g.
(Begau et al., 2011; Bleda et al., 2008; Chiu et al., 2008; Kadau et al., 2004) or (Bian et al., 2008;
Böhme et al., 2007; Williams et al., 2006), respectively. Two, recently published, examples
are worth mentioning: calculations of the interaction of hydrogen with voids and grain
boundaries in steel under the allowance of different alloying elements, (Nazarov et.al.,
2010), and investigations of the influence of hydrogen on the elastic properties of α-iron,
(Psiachos et al., 2011).
Nevertheless, the bridging of length- and timescales is still a big challenge for most
multiscale approaches. Here information of the nano- (e.g. binding energies of different
H-traps, such as dislocations and phase boundaries) and microscale (e.g. the temporal and
spatial phase distribution in multiphase materials) must be incorporated in macroscopic,
constitutive equations (e.g. the diffusion equation with source/sink-term for hydrogen
trapping, (McNabb & Foster, 1963; Oriani, 1970)). Moreover, the ongoing increase of
computational capacities and the development of suitable interfaces for considering atomistic
or microstructural calculations in commercial simulation software will further establish
multiscale approaches in materials engineering. The FE2-method, for instance, described
by (Balzani et.al., 2010) shows the large potential for incorporating micro- or mesoscopic
information in macroscopic simulations, but also the need for further acceleration of
numerical calculations and the development of optimized algorithms.
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1. Introduction  

Reservoir fluids contain a variety of substances of diverse chemical nature that include 
hydrocarbons and nonhydrocarbons. Hydrocarbons range from methane to substances that 
may contain 100 carbon atoms. The chemistry of hydrocarbon reservoir fluids is very complex. 
In spite of the complexity of hydrocarbon fluids found in underground reservoirs, equations of 
state have shown surprising performance in the phase-behavior calculations of these complex 
fluids. An equation of state (EOS) is an analytical expression relating pressure to the volume 
and temperature. The expression is used to describe the volumetric behavior, the vapor/liquid 
equilibria (VLE), and the thermal properties of pure substances and mixtures. Numerous EOS 
have been proposed since Van der Waals introduced his expression in 1873. Currently, a 
number of EOS are used in reservoir engineering which have shown more reliability in 
reservoir fluids calculations. In this chapter, a review over the most commonly used EOS in the 
oil and gas industry has been provided. We explore their strengths and weaknesses and to 
examine the predictive capability of these equations. A brief introduction to Soave-Redlich-
Kwong (SRK), Peng-Robinson (PR), Patel-Teja (PT), Schmit-Wenzel (SW), and Esmaeilzadeh-
Roshanfekr (ER) equations of state has been provided with intention to compare their 
efficiency in predicting different reservoir fluids properties. The Progress in developing EOS 
for the calculation of thermodynamic data and phase behavior is also reviewed. Effect of 
characterization on VLE predictions as well as advances in application of equations of state for 
heavy hydrocarbons has been considered in this work. Finally, as a case-study, phase behavior 
of a typical Omani crude oil as well as application of EOS with proper characterization method 
for this real oil sample has been examined. 

2. Overview of EOS  

Consider the plot of pressure versus total volume of a pure substance shown in Fig.1. An 
equation of state (EOS) is desired to represent the volumetric behavior of the pure substance 
in the entire range of volume both in the liquid and in the gaseous state.  
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Fig. 1. Pressure volume diagram of a pure component 

An EOS can represent the phase behavior of the fluid, both in the two-phase envelope (i.e., 
inside the binodal curve), on the two-phase envelope, and outside the binodal curve. 
Numerous EOS have been proposed to represent the phase behavior of pure substances and 
mixtures in the gas and liquid states since Van der Waals introduced his expression in 1873. 
These equations were generally developed for pure fluids and then extended to mixtures 
through the use of mixing rules.  The mixing rules are simply a means of calculation mixture 
parameters equivalent to those of a pure substance. The equations of state are divided into 
two main groups: cubic and noncubic. Noncubic equations can better describe the 
volumetric behavior of pure substances but may not be suitable for complex hydrocarbon 
mixtures (Firoozabadi, 1989). For instance, the modified Benedict-Webb-Rubin equation 
(Starling, K.E. 1973) is admittedly more accurate than the cubic EOS (such as the Peng-
Robinson EOS) for the PVT description of pure substances, but it may be less accurate than 
the two-constant cubic equations for VLE computation of complex reservoir fluid systems 
(Katz and Firoozabadi, 1978). The application of BWRS type equations demands a high 
computational time and effort, due to their high powers in volume and large number of 
parameters, hence, unsuitable for reservoir fluid studies where many sequential equilibrium 
calculations are required. More importantly, for multi-component systems each parameter 
must be determined using a mixing rule, which at best is quite arbitrary (Danesh, 1998). 
Although acceptable phase behavior results can be obtained by BWRS (Starling, 1966), it has 
been surpassed by the simpler, yet more reliable van der Waals type cubic equation of state. 
There are many examples in the literature where EOS are compared (Sing, 2005; Ahmed, 
2004). The findings all highlight the fact that there is currently no “all in one” EOS that will 
give the best prediction of all thermodynamic properties of different types of reservoir 
fluids. It seems that some EOS can do better than the others only for certain reservoir fluid 
types and some EOS are advantageous for particular properties. For example, the PR-EOS 
for superior phase transitions (O’Reilly, 2009). This may also lead to entire PVT experiments 
being better represented by a particular EOS. The objective is to review literature for a 
number of common cubic EOS used in reservoir engineering calculations and compare their 
strengths and weaknesses. 

P
re

ss
ur

e 

Single Phase

Two Phase Region

Volume



 
Applications of Equations of State in the Oil and Gas Industry 167 

2.1 Commonly used EOS in reservoir engineering calculations 
Since 1949 when Redlich and Kwong (RK) formulated their two-parameter cubic equation of 
state (EOS), many investigators have introduced various modifications to improve ability of 
RK-EOS. Two other well-known cubic equations are Soave (SRK) (1972) and Peng-Robinson 
(PR) (1976) equations. Although many modified forms of RK-EOS are reported in the 
literature, but at least for hydrocarbon systems and their mixtures, only SRK and PR 
equations have been widely accepted. Both SRK and PR equations use Pitzer acentric factor 
as the third parameter to obtain parameter a in their equations. Acentric factors are 
calculated through critical properties; therefore, for heavy compounds where critical 
properties should be estimated, errors in critical properties will be contributed to acentric 
factor. Probably, the most successful cubic EOS for vapor liquid equilibria  (VLE) 
calculations have been those proposed by Soave, Redlich and Kwong and Robinson and 
Peng (Esmaeilzadeh et al., 2005). Both of these EOS assumed a fixed value of the critical 
compressibility factor for all substances and as a result the predicted values for saturated 
liquid density differs considerably from their experimental values.  

2.1.1 Soave-Redlich-Kwong (SRK) EOS 
In 1972, Soave improved on the RK-EOS which represents an attempt to take molecular 

geometry and polarity into account by replacing the term ఈ்బ.ఱ in RK-EOS with a more 

general temperature-dependent term ߙ(ܶ). He showed that a simple expression for the 
temperature dependency of attraction parameter “a” enabled the equation to represent 
vapor pressure of a wide class of substances. The proposed equation known as SRK-EOS is 
as follows: 

ܲ = ߥܴܶ − ܾ − ߥ)ߥ(ܶ)ܽ + ܾ)  (1)

Where 

ܽ(ܶ) = 0.42747ܴଶ ܶଶܲ (2) (ܶ)ߙ

ܾ = 0.0867ܴ ܶܲ  (3)

Soave proposed a simple form for ߙ ≡ )ߙ ܶ, ߱) for all pure substances, taking advantage of 
the concept of the acentric factor of Pitzer (Pitzer et al., 1955) . Soave compared the predicted 
vapor pressure from his modification and the original RK EOS for a number of substances, 
showing that his modification greatly improved vapor pressure predictions. In this 
modification α(T) is extrapolated for the supercritical temperatures. Soave compared only 
the measured and computed saturation pressures of several binary systems that showed 
good agreement. SRK is quite capable of predicting vapour-liquid equilibria, but it does not 
provide reliable liquid density. (Danesh, 1998) 

2.1.2 Peng-Robinson (PR) EOS 
Another important variation of the van der Waals EOS was introduced in 1976 by Peng and 
Robinson. SRK-EOS fails to predict liquid densities accurately. Improved density prediction 
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was the main motivation of the authors of PR-EOS which in general is superior in density 
predictions of reservoir fluid systems. Although this equation improves the liquid density 
prediction, it cannot describe volumetric behavior around the critical point. The PR-EOS is 
perhaps the most popular and widely used EOS. In terms of the molar volume Vm, Peng and 
Robinson proposed the following two-constant cubic EOS: 

ܲ = ܴܸܶ − ܾ − ܽ(ܶ)ܸ( ܸ + ܾ) + ܾ( ܸ − ܾ) (4)

Where  

ܽ( ܶ) = 0.45724 (ܴ ܶ)ଶܲ  (5)

ܾ = 0.07780 (ܴ ܶ)ܲ  (6)

The generalized expression for the temperature-dependant parameter is given by 

 ܽ(ܶ) = ܽ( ܶ)(7)  (ܶ)ߙ 

where 

(ܶ)ߙ = ቐ1 +݉ 1 − ඨ ܶܶቑଶ (8)

With 

 ݉ = 0.3746 + 1.5423߱ − 0.2699߱ଶ	 (9) 

Comparison of the vapor-pressure prediction of several substances by the SRK EOS and the 
PR EOS with experimental data shows that the error is small for both equations, although 
the PR EOS performs better by a small margin (Firoozabadi A., 1988). Peng and Robinson 
also compared enthalpy departures for five pure substances from both their proposed EOS 
and the SRK EOS. Both equations generate enthalpy values of about the same reliability. 
According to different researchers’ experience, PR-EOS enjoys more simplicity and 
reliability than many other equations. However, both PR and SRK equations break-down at 
C10 – C11and heavier compounds. Peneloux and Rauzy (1982) introduced a constant for 
each substance to be subtracted from the volume obtained in the SRK equation. Their 
modification greatly improves liquid density predictions, but it requires a fourth parameter 
beside critical temperature, critical pressure and acentric factor required by SRK equation.  

2.1.2.1 Volume shift 
A comparison of the predicted liquid molar volume by leading two parameter EOS with 
experimental data of pure compounds generally shows a systematic deviation. The 
deviation is almost constant over a wide pressure range away from the critical point. Hence, 
subtracting the predicted molar volume by a constant correction term can improve the 
predicted liquid density. The effect on the predicted vapor volume is generally insignificant 
due to its large value relative to that of liquid away from the critical point. Peneloux et al. 
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[26] were the first who introduced the volume shift concept, i.e. shifting the volume axis, 
and applied it to SRK, 

 vc = v-c  (10) 

where vc is the corrected molar volume, and c is the correction term determined by 
matching the measured and predicted saturated liquid volumes at Tr = 0.7. The volume shift 
generally improves the predicted liquid density, and has a minimal effect on the vapor 
density at low and moderate pressures as its molar volume is relatively large compared to 
the value of c. At high pressure condition, the inclusion of c parameter may not necessarily 
improve the predicted gas density as it is just a correction term for the liquid density. 
However, it is advisable to adjust the gas phase volume by the third parameter to maintain 
consistency, particularly near the critical point where properties of the two phases approach 
each other. Peneloux et al. correlated the volume translation parameter c as, 

 c = 0.40768(0.29441- ZRA ) RTc/Pc  (11) 

where ZRA is the Rackett compressibility factor. For a more detailed discussion, reader is 
suggested to refer to Peneloux et al. (1982). 

2.2 Three-parameter EOS 
A two-parameter EOS predicts the same critical compressibility factor, Z, for for all 
substances, i.e. 0.307 and 0.333 by PR and SRK respectively, whereas Zc varies within a 
range of 0.2 to 0.3 for hydrocarbons. Although the inaccuracy of predicted volume at the 
critical point, not necessarily leads to unreliable volumetric data at all conditions, it 
demonstrates the inflexibility of two-parameter EOS for matching both the vapor pressure 
and volume. The inclusion of a third parameter relaxes the above limitation. The third 
parameter is generally determined by employing volumetric data. 

2.2.1 Esmaeilzadeh-Roshanfekr (ER) EOS 
Both of PR and SRK equations assume a fixed value of the critical compressibility factor for 
all substances and, as a result, the predicted values for saturated liquid density differ 
considerably from their experimental values. On the other hand, some equations of state 
proposed by Schmit and Wenzel (Schmit G. & Wenzel H., 1980) and Patel and Teja (Patel 
N.C., Teja A.S., 1982) introduced a third parameter to their equations. This suggestion led to 
the introduction of a substance dependent critical compressibility which allowed them to 
reproduce more accurate the experimental saturate liquid density at a particular temper-
ature. Their work showed that the optimum value of substance critical compressibility was 
not equal to the experimental critical compressibility of the fluid of interest. Using the 
generalized Van der Walls theory, Esmaeilzadeh and Roshanfekr used a mathematically 
simple cubic EOS to model attractive interactions between molecules. The proposed 
equation of state in their work is as follows (Esmaeilzadeh & Roshanfekr, 2006) 

ܲ = ܴܶ߭ − ܾ − ܽ(ܶ)߭(߭ + ܿ) + ܿ(߭ − ܿ) (12)

Where “ܽ” is a function of temperature and “b” and “c” are constants. In this EOS ܽ(ܶ) and 
b are derived as: 
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ܽ( ܶ) = ߗ (ܴ ܶ)ଶܲ . )ߙ ܶ) (13)

ܾ = ߗ (ܴ ܶ)ܲ  (14)

ܿ = ߗ (ܴ ܶ)ܲ  (15)

This EOS predicts saturated liquid density more accurately than the PT and PR EOS. The 
results for the calculation of vapor pressure of pure components for light hydrocarbons 
show that Eq. (12) has the lowest deviation and for heavy hydrocarbons the PT EOS yields 
the lowest deviation (for Tr < 0.75). The prediction of thermodynamic properties of light and 
intermediate hydrocarbons by Eq. (12) is superior to other EOS studied in this work. 
Moreover, It is found that Esmaeilzadeh-Roshanfekr EOS is most accurate for predicting 
gas-condensate properties, while the original SRK and PR equations remain reliable for oil 
samples. (Bonyadi et al., 2007) 

2.2.2 Schmidt-Wenzel EOS (SW) 
Liquid density prediction at Tr=0.7 by SRK and PR for pure substances is associated with 
noticeable deviation from reliable values. Note that SRK is more reliable for substances with 
small acentric factors, whereas PR gives reliable data for compounds with acentric factors 
around (1/3). Based on the above observation, Schmidt and Wenzel incorporated the 
acentric factor as the third parameter in the attractive term as, 

ܲ = ܴܶ߭ − ܾ − ܽ߭ߙଶ + (1 + 3߱)ܾ߭ − 3ܾ߱ଶ (16)

Substituting acentric factor values of zero and 1/3 in the Schmidt-Wenzel EOS (SW) will 
reduce it to SRK and PR respectively, where these equations predict the liquid density 
reliably. SW can, therefore, be considered a general form of SRK and PR (Danesh, 1998). The 
authors used the boundary conditions at the critical point, Eq.(4.9) to determine ܽ, and b, as 

ܽ = ߗ ܴଶ ܶଶܲ  (17) 

ܾ = ߗ ܴ ܶܲ  (18) 

Where ߗ = ሾ1 − 1)ߟ − ሿଷ (19)(ݍ

ߗ = ݍߟ  (20)

In above equations η is the critical compressibility factor, and is related to the correlating 
parameter q, by 
ߟ  = 1 ሾ3(1 + ሿൗ(߱ݍ  (21)
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and q, defined as b/vc, is the smallest positive root of the following equation, 

 (6ω+ 1) q3 + 3q2 + 3q- 1 = 0   (22)               

with an approximate value of, 

 q = 0.25989 - 0.0217 ω + 0.00375ω2   (23) 

Schmidt and Wenzel selected the same form of α as proposed by Soave, but correlated, m, 
with the acentric factor and reduced temperature by matching vapor pressure data of pure 
compounds as is discussed in details in Schmidt et al, 1980. The inclusion of ω in EOS as the 
third parameter by Schmidt and Wenzel resulted in a variable calculated critical 
compressibility, according to the value of acentric factor. The predicted values are, however, 
about 15% higher than the true values. This was known to the authors, but was accepted as 
the price for an overall optimum accuracy in predicted volumes (Danesh, 1998). 

2.2.3 Patel-teja (PT) EOS  
Patel N.C., Teja A.S. (1982) modified the attractive term by including a more flexible third 
parameter. (Patel et al., 1982) The authors found that the use of true critical compressibility 
factor will result in the overall loss of accuracy in predicted density, a conclusion also 
reached by Schmidt and Wenzel. For more details the reader is recommended to referred to 
Patel N.C., Teja A.S.(1982). 

3. Heavy oil characterization 

Heavy-oil fluids contain large concentrations of high-molecular weight components, 
including a large content of the plus fractions, such as C7+. For crude oils and reservoir 
fluids, the basic laboratory data are usually presented in the form of the composition of 
hydrocarbons up to hexanes and the heptane-plus fraction (C7+), with its molecular weight 
and specific gravity calculations (Danesh 1998; Ahmed 2007). The constituents of a 
hydrocarbon system are classified in two categories: the well-defined components and the 
undefined petroleum fractions, which are those heavy compounds lumped together and 
identified as the plus-fraction [i.e., C7+ (Ahmed 2007)]. Several samples of heavy oil indicate 
that the plus fraction C10+ contains a molar fraction close to 70% and that the fraction C80+ 
is also representative with values close to 2% (Pedersen et al. 2004). The importance of 
characterizing the plus fraction arises when the modeled fluid has high molecular weight 
and high density (heavy oil). Characterization of plus fraction usually consists of three parts: 
(1) splitting the fraction into a certain number of component groups called SCNs; (2) 
estimation of the physicochemical properties of the SCN; and (3) lumping of the generated 
SCNs (Pedersen et al. 2006).   

3.1 Splitting method 
Several methods have been developed to estimate the mole distribution of the compounds 
in the plus fraction (Katz et al. 1978; Pedersen et al. 1982; Ahmed et al. 1985; Whitson 1983). 
Heptanes plus (C7+) fractions are expressed by a distribution model and the fractions 
heavier than C6 have been lumped into pseudo-components with approximately equal 
weight fraction of each pseudo-component (i.e. molar averaging). Often, the exact chemical 
composition of a HC fraction is not known, therefore, pseudoization defines these HC 
fractions and allows the determination of EOS parameters Splitting and lumping are the two 
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main types of the pseudoization. A common feature among these methods is that 
components with the same number of carbon atoms are lumped in groups called SCNs with 
a single predefined value for properties like Pc, Tc, ω, Tb, M, and density ρ. Whitson (1983) 
proposed a method using the TPG distribution in order to estimate the mol fraction as a 
function of the molecular weight. The molecular weights used are the generalized values 
presented for each SCN (Katz and Firoozabadi 1978). Generalized correlations have been 
developed to generate critical properties for the SCN including those by Twu (1984), Ahmed 
(1985), Kesler-Lee (1976), Riazi-Daubert (1987), and Edmister (1958). Riazi-Daubert, and 
Edmister correlations are used. 
Whitson (1983) used TPG distribution to estimate the mole fraction of the SCNs within the 
Cn+ fraction. TPG is defined (Whitson 1983) as a function of the molecular weight (M) by 
the following equation: 

(ܯ)ܲ = ܯ) − ఈିଵ(ߟ exp ൬−ܯ − ߚߟ ൰ߚఈГ(ߙ)  
(24)

where ߟ is the minimum molecular weight present in the Cn+ fraction, ߙ is used to fit the 
shape of the distribution, and Г is the gamma function. Whitson recommended Г = 92, the 
molecular weight of toluene, as a good estimation of ߟ, if C7+ is the plus fraction; for other 
plus fractions, following is used as approximation: 

 14n – 6 (25) = ߟ 

and 

ߚ = ାܯ − ߙߟ  (26)

where MCn+ is the molecular weight of the Cn+ fraction. The mole fraction of an SCN is then 
generated by calculation of the cumulative frequency of occurrence between the limits Mi−1 

and Mi multiplied by the mole fraction of the Cn+ fraction.  

ܼ = ܼశ + න ெெషభݔ݀(ݔ)  (27)

where i is the SCN and Mi is the molecular weight of the SCN usually defined as the 
molecular weight of the normal component. 

3.2 Correlations used to estimate physicochemical properties of the SCN 
In a hydrocarbon mixture, the critical properties (critical pressure “Pc”, critical temperature 
“Tc” and accentric factor “ω”) must be given for each component. These properties are well 
known for pure compounds (like methane, ethane, etc.), but nearly all naturally occurring 
gas and crude oil fluids contain some heavy fractions that are not well defined. There arises 
the need of adequately characterizing these undefined plus fractions in terms of their critical 
properties (Gastón, 2007). 
Several correlations have been developed to estimate the physical properties of petroleum 
fractions and are in principal function of the specific gravity, the boiling point temperature 
and the molecular weight Riazi-Daubert (1987), Twu (1984), Ahmed (1985), Kesler-Lee 
(1976), and Edmister (1958); in this study, the Riazi-Daubert (1986) has been used. 
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3.2.1 Riazi-Daubert correlation  
Riazi-Daubert’s correlation is utilized to obtain physical properties of the plus fraction using 
the laboratory reported MW and SG as heavy fraction parameters. This study uses Riazi and 
Daubert, since it is the one mostly used in the industry; for calculating the accentric factor, 
Riazi-Daubert uses the Edmister’s correlation (Riazi, M. R., Daubert, T. E. (1987)). The 
proposed relationship is: 

 Θ = aMWbSGc exp [dMW + eSG + f (MW . SG)]  (28) 

Where: 
Θ  = some physic property. 
a-f = coefficients for each physic property (Table 1). 
The Edmister’s correlation for the accentric factor is Pc and Tc dependent is given by 
(Edmister, W.C., 1958): 

߱ = 37 log( ܲ 14.7)ൗܶ ܶൗ − 1 − 1  (29)

 
Θ Tc Pc Tb

a 544.4 45203 6.77857 
b 0.2998 -0.8063 0.401673 
c 1.0555 1.6015 -1.58262 
d -0.00013478 -0.0018078 0.00377409 
e -0.61641 -0.3084 2.984036 
f 0.0 0.0 -0.00425288 

Table 1. Riazi and Daubert’s coefficients 

3.3 Lumping methods and mixing rules 
The generation of an appropriate mole distribution that represents the plus fraction usually 
requires splitting the plus fraction into large number of components (SCN) with their 
respective mole fractions and physical properties. The use of a large number of components 
in a reservoir simulation is time consuming. Lumping is defined as the reduction of the 
number of components used in EOS calculations for reservoir fluids. After lumping many 
components into a minimum number of hypothetical components, it is necessary to 
determine the characterization parameters (critical temperature, critical pressure, and 
acentric factor) for each lumped hypothetical component for use in the equations of state 
using some mixing rules. Phase equilibrium calculations are very sensitive to the values of 
the characterization parameters in the equations of state. Conventional mixing rules, which 
are inconsistent with the equation of state itself, are usually applied to calculate the 
characterization parameters of the lumped pseudocomponents. The inadequacy of this 
characterization method often results in inaccurate predictions of phase equilibria. Another 
problem is that the binary interaction parameters between the lumped hypothetical 
components, which are often needed in the phase behavior calculations, are difficult to 
obtain. The common practice is to set the binary interaction parameters equal to zero for all 
hydrocarbon-hydrocarbon interactions, while nonzero values may be used for interactions 
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with non-hydrocarbons (Chorng H. Twu and John E. Coon, 1996). Pedersen et al. (2006) 
states that lumping consists of 
• Deciding what carbon number fractions are to be lumped into same pseudocomponent. 
• Deciding the mixing rules that will average Tc, Pc, ω of the individual carbon number 

fractions to one Tc, Pc, ω to represent the lumped pseudocomponents.  
Whitson’s method is described for estimating the number of MCN groups needed for 
adequate plus-fraction description, as well as which SCN groups belong to the MCN group. 
The proposed distribution model is similar to a folded log-normal distribution. The number 
of MCN groups, Ng , is given by 

 Ng = Int [ 1 + 3.3 log10 (N - n) ]             (30) 

For black-oil systems, this number probably can be reduced by one (Whitson 1983).  
The molecular weights separating each MCN group are taken as  

 Ml = Mn {Exp [( 1 / Ng . ln (MN / Mn) ]}l      (31) 

where MN is the molecular weight of the last SCN group (which may actually be a plus 
fraction), and 1= I, 2 ... Ng. Molecular weights of SCN groups falling within the boundaries 
of these values are included in the MCN group, I. 
Recently, Rudriguez et al. developed a method based on a modification of Whitson’s 
approach. The approach is based on the fact that single carbon number groups (SCN), may 
represent hundreds of different compounds with the same number of carbon atoms. These 
compounds can be classified in different types: paraffins, naphtenes and aromatics. 
Uncertainty of the types and distribution of compounds present in each single carbon number 
indicates that the average value of molecular weight of a single carbon number is different 
from one sample to another. The modification of Whitson’s method includes a simple 
procedure to determine the value of the fitting parameter (α); and a new definition of the limits 
used to calculate the frequency of occurrence for each single carbon number. The developed 
method is based on that the molecular weight is not uniquely related to carbon numbers due 
to the hidden exponential increase of number of isomers/components with increasing the 
carbon numbers. In the method, TPG distribution from Whitson’s approach is used to 
characterize the plus fraction and generate molecular weight / carbon number function. It is, 
also used to find the best trend fit to the experimental data by solving for parameter. The 
limiting molecular weight, for each carbon number, is determined to fit the mole fraction that 
is corresponding to the carbon number. Linear extrapolation of the limiting molecular weight 
as a function of the carbon number is used here to extend the characterization to the missing 
data of the higher carbon number (Rodriguez et al., 2010). The reader is recommended to refer 
to Rodriguez et al. 2010, for further discussion of the proposed method. 

3.4 Mixing rules 
Mixing rule for calculating critical properties (including acentric factor and specific gravity) 
of MCN groups is discussed here. Molar and volumetric properties of MCN groups are 
always calculated using the mixing rules 

ܯ = ݖ ൗݖ ܯ
  (32) 
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ߛ = 1
∑ ቀ ௪݂ ௪݂ൗ ቁߛ   

(33)

pseudocritical volume should be calculated using weight fractions 

ܸୀ ቀ ௪݂ ௪݂ൗ ቁ . ܸ
  (34)

where zl and fwl are the sums of zi and fwi found in MCN group l. MCN acentric factors are 
usually calculated using Kay's mixing rule. 
In the next section, a case study is presented in order to implement correct characterization 
procedures using the described method in previous sections. The sample is a black oil  
sample collected from an Omani reservoir with specified plus fraction analyzed in the 
laboratory. 

4. Case study: Fahud oil sample characterization 

A typical reservoir oil sample collected from an Omani reservoir (Fahud) has been taken 
into consideration for VLE analysis and characterization scheme. 

4.1 Sample selection 
A set of PVT reports from different fields in north and central of Oman have been reviewed  
to choose a sample for our case study having an API of 37.76. The selected sample is a bottom 
hole sample (BHS) at the depth of 2550 m and the recorded reservoir temperature of  
95 0C. 

4.2 Laboratory measurement 
The sample is analyzed to indentify the components through the Liquid Gas 
Chromatograph, AGILENT Technologies, model 7890A. The column name is DB-1 with 
length of 60 (m) with a diameter of 0.250 (mm) and film thickness of 0.25 (um) column 
temperature is -60 t0 3250C. The compositional analysis defined the mole composition of 
several SCN until it reaches to C7. The critical properties of these elements were obtained 
from Reid et al. (1986). Lastly the pseudo-component (which represents the heptanes plus-
fraction of the fluid, in this case C7+) is characterized using the later described Riazi-
Daubert correlation (Riazi, M. R., Daubert, T. E. (1987)). Table 2 shows the results of the 
compositional analysis of this crude oil sample. 

4.3 Methodology 
The compositional simulator utilized is reservoir simulation Eclipse (Property of 
Schlumberger) PVTi module. It uses the PR-EOS with the modifications on the volume shift, 
the quadratic mixing rule and Lorenz-Bray-Clark viscosity correlation. For estimation of the 
undefined element properties, Riazi-Daubert correlation is used (Riazi, M. R., Daubert, T. E. 
(1987)). This software has been used to find the phase envelop of the reservoir sample and 
estimation of different characteristics of the oil sample. 
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No. Component [mol %] 
1 N2 1.67 
2 CO2 0.24 
3 CH4 41.2 
4 C2H6 3.45 
5 C3H8 1.65 
6 I-C4H10 0.56 
7 N-C4H10 1.75 
8 I-C5H12 0.82 
9 N-C5H12 1.56 
10 C6H14 3.32 
11 C7+ 43.78 

C7+ MW (gr/mol): 271 
C7+ SG (gr/cm3): 0. 848 

Table 2. compositional analysis of Fahud crude oil sample 

4.4 Phase envelop of the Fahud oil sample 
The oil sample analyzed in this study is initially composed of more than about 20 mole% 
heptanes and heavier compounds which is representative of Black oil type of reservoir fluid. 
Its phase envelope, therefore, is the widest of all types of reservoir fluids, with its critical 
temperature well above the reservoir temperature (Tc=828K compared to Tres=366K). Phase 
diagram of this sample is plotted using the Eclipse software as in fig. 2. 
 

 
Fig. 2. Phase envelope of Fahud oil sample generated by Eclipse-PVTi. 



 
Applications of Equations of State in the Oil and Gas Industry 177 

5. Acknowledgment 

The Research leading to these results has received funding from Petroleum Development 
Oman (PDO), Sultanate of Oman, through research agreement no. [CTR # 2009/111]. 

6. References  

Ahmed T. (1997). Hydrocarbon Phase behavior, Gulf publishing Company, London. 
Danesh A. (1998). PVT and Phase Behavior of Petroleum Reservoir Fluids, Elsevier Science B.V., 

London. 
Edmister, W.C. (April 1958). Applied Hydrocarbon Thermodynamic, Part 4: Compressibility 

Factors and Equations of State, Petroleum Refinery, Vol.(37): 173- 
179. 

Esmaeilzadeh F., Roshanfekr M. (2006). A new Cubic Equation of State for Reservoir Fluids, 
Fluid Phase Equilibria Vol.(239): 83–90 

Firoozabadi A. (April 1988), Reservoir-Fluid Phase Behavior and Volumetric Prediction with 
Equations of State, Journal of Petroleum Technology, pp 397-406. 

Firoozabadi A. (1989). Thermodynamics of Hydrocarbon Reservoirs, McGraw-Hill. 
Katz, D.L. and Firoozabadi, A. (Nov. 1978). Predicting Phase Behavior of Condensate Crude-

Oil Systems Using Methane Interaction Coefficients, Journal of Petroleum Technology 
1649-55; Trans., AIME, 265. 

Joffe, J., Schroeder, G.M., and Zudkevitch, D. (May 1970). Vapor-Liquid Equilibria with the 
Redlich-Kwong Equation of State, AIChE J. 496-98. 

Kesler, M.G. and Lee, B.I. (1976). Improve Prediction of Enthalpy of Fractions, Hydrocarbon 
Processing: 55-59. 

Krejbjerg K., Pedersen K. S. (2006). Controlling VLLE Equilibrium with a Cubic EOS in 
Heavy Oil Modeling, 7th Canadian International Petroleum Conference, 
Calgary,Canada. 

O’Reilly D.I. (2009). Comparative PVT Simulation: An application to Australian Fluid 
Samples, SPE Annual Technical Conference and Exhibition, New Orleans, Louisiana, 
USA. 

Patel N.C., Teja A.S.(1982). A new cubic equation of state for fluids and fluid mixtures, 
Chem. Eng. Sci. Vol.(37): 463–473. 

Peng, D.Y. and Robinson, D.B. (1976). A New Two-Constant Equation of State, Ind. & Eng. 
Chem. 15, No.1, 59-64. 

Peneloux A., Rauzy E. and Freze, R (1982). A Consistent Correction for Redlich-Kwong- 
Soave Volumes. Fluid Phase Equilibria Vol.(8): 7-23. 

Rafael A. Aguilar Zurita and William D. McCain, Jr. (2002). An Efficient Tuning Strategy to 
Calibrate Cubic EOS for Compositional Simulation, SPE Annual Conference and 
exhibition, San Antonio, Texas, SPE 77382. 

Reid R.C., Prausnitz, J.M.  and Sherwood, T.K (1986). The Properties of Gases and Liquids, 4th 

edition, McGraw Hill. 
Riazi, M. R., Daubert, T. E. (1987). Characterization Parameters for Petroleum Fractions, Ind. 

Eng. Chem. Res. Vol.(26): 755-759. 
Riazi M. R. (2005). Characterization  and properties of Petroleum Fractions, ASTM Stock 

Number: MNL50, ISBN: 2004059586, USA. 



 
Thermodynamics – Kinetics of Dynamic Systems 178 

Rodriguez I. and Hamouda A.A. (2010). An Approach for Characterization and Lumping of 
Plus Fractions of Heavy Oil, SPE 117446 Reservoir Evaluation & Engineering. 

Schmit G., Wenzel H. (1980). A modified van der Waals type equation of state, Chem. Eng. 
Sci. Vol.(35):  1503-1511. 

Sing, B.P. (2005): Comparison of equations of state including the generalized Rydberg EOS, 
Physica B Vol.(369): 111-116 

Soave G (1972). Equilibrium Constants from a Modified Redlich-Kwong Equation of State, 
Chem. Eng. Sci. 27, 1197-1203. 

Starling, K.E (1966 ). A New Approach for Determining Equation-of-State Parameters Using 
Phase Equilibria Data, SPE Journal Vol.(237), 363-371, Trans. AIME.  
Starling, K.E. (1973). Fluid Thermodynamics Properties for Light Petroleum Systems, Gulf 

Publishing Co., Houston. 
Twu, C.H. (1984). An internally Consistent Correlation for Predicting the Critical Properties 

and Molecular Weights of Petroleums and Coal-Tar Liquids, Fluid Phase Equilibria 
Vol.(16): 137. 

Twu, C.H., Coon, J.E. and Cunningham, J.R. (1995). A New Generalized Alpha Function for 
a Cubic Equation of State. Part 1: Peng-Robinson EOS, Fluid Phase Equilibria, 
Vol.(105): Number 1. 

Whitson, C.H. (1982). Effect of C7+ Properties on Equation of State Predictions, SPE Annual 
Technical Conference and Exhibition, SPE 11200. 

Whitson, C.H.(Aug. 1983). Characterizing Hydrocarbon Plus Fractions, SPE Journal: 683- 
94. 

Zudkevitch, D. and Joffe, J. (Jan. 1970). Correlation and Prediction of Vapor Liquid 
Equilibrium with the Redlich-Kwong Equation of State, AIChE J. 112-19. 



0

Shock Structure in the Mixture of Gases:
Stability and Bifurcation of Equilibria

Srboljub Simić
University of Novi Sad

Serbia

1. Introduction

List of symbols
A0, A Jacobian matrices t, tα, tb stress tensor
B viscosity matrix u, U, v state variables
c, cα, cb concentration u relative velocity
cS, c0 local speed of sound uα, ub diffusion velocity
e internal energy density v, v, vα, vb velocity
eα, eb, êb energy density source term x space variable
F0, F̂0, f0, g0 densities Greek symbols
F, F̂, f, g fluxes γ ratio of specific heats
h equilibrium manifold ε small parameter
J diffusion flux ε, ε I , εα, εb internal energy density
kB Boltzmann constant ϕbc, θbc, ψbc phenomenological
l0 reference length coefficients
m atomic mass λi, Λj eigenvalues
mα, mb, m̂b momentum density κ heat conductivity

source term Θ temperature difference
μ viscosity ρ, ρα, ρb mass density
M0 Mach number σ stress
n, N number of state variables Σ singular surface
p, pα pressure τ, τσ, τq relaxation time
q, q, qα, qb heat flux τα, τb, τ̂b mass density source term
q, Q source terms ξ lumped space variable
ri, Rj eigenvectors Subscripts
s shock speed E equilibrium
t time variable 0, 1 upstream, downstream
T, Tα, Tb temperature

Shock waves are moving singular surfaces on which jump discontinuities of field variables
occur. Such singularities are commonly related to mathematical models in the form of
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hyperbolic systems of conservation laws. However, in real physical systems dissipative
mechanisms of thermo-mechanical nature smear out the discontinuity and transform the
shock wave into a shock structure – travelling wave with large gradients of field variables
in the neighborhood of singular surface. Occurrence of dissipation ought to be reflected on
the mathematical model. Actually, there are two common types of dissipative models: (i) a
parabolic one which takes the dissipative effects into account through diffusion-like terms,
and (ii) a hyperbolic system of balance laws which extends the original system with a set of
hyperbolic balance laws which comprise relaxation-type source terms. Both of these models
strive to capture effects which push the system out of local equilibrium state, although the
mathematical structure is rather different. This chapter gives a review of recent results about
the shock structure in dissipative hyperbolic systems of balance laws and provides insight
into their application to recently developed hyperbolic model of gaseous mixtures.
Study of shock structure usually starts with travelling wave ansatz which transforms the
original system of partial differential equations (PDE’s) to a system of ordinary differential
equations (ODE’s). It was pointed out in a series of papers (Simić, 2008; 2009) that appearance
of physically admissible shock structure can be anticipated by stability and bifurcation
analysis of stationary points of the ODE system. It was recognized that these stationary points
are related by Rankine-Hugoniot equations for the equilibrium subsystem which is obtained
when dissipation (relaxation) is neglected. However, these results can be derived without
prior knowledge of Rankine-Hugoniot conditions on singular surface and without explicit
use of selection rules for physically admissible shock waves, like Lax, Liu or entropy growth
condition.
Stability and bifurcation results can be easily predicted in the case of parabolic systems
(with diffusion-like dissipation) since equilibrium subsystem is naturally imbedded into its
structure. On the other hand, hyperbolic dissipative systems (with relaxation-type source
terms) absorb the equilibrium subsystem into its structure, but also make its properties
less visible. So far, the shock structure is analyzed in dissipative Burgers equation,
isothermal viscoelasticity (Simić, 2008) and continuum models of gas dynamics (viscous and
heat-conducting gases) (Simić, 2009). In all these models dissipation can be included in either
way. Our aim is to show that methodology used in the above mentioned examples can
be efficiently applied also to a rather complex hyperbolic dissipative system which models
the multi-temperature mixture of gases. Thus far this model does not have its parabolic
counterpart. In particular, the shock structure problem will be studied via stability and
bifurcation analysis in the case of binary mixture.
The chapter will be structured as follows. First, the general framework will be given,
which includes the review of dissipative mathematical models and an overview of the shock
structure problem. In the sequel a review of recent results about the shock structure problem
in hyperbolic systems will be given. They comprise the isothermal viscoelasticity model and
continuum model of gas dynamics. Finally, the shock structure problem will be discussed in
the case of binary multi-temperature mixture, a new issue which will be studied for the first
time in this context.

2. General framework

2.1 The mathematical structure of dissipative models
To make the ideas more clear, a brief review of mathematical structure of dissipative models
will be given. For the sake of simplicity we shall confine the exposition to one space dimension
indicated by variable x.
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It is well known that continuum models in physics are usually expressed in the form of
conservation laws

∂tF0(u) + ∂xF(u) = 0 (1)

where u(x, t) ∈ Rn is the vector of state variables, F0(u) is the vector of densities and F(u) the
vector of fluxes. When densities and fluxes are functions of state variables solely, i.e. not of
their derivatives, it is expected that (1) is hyperbolic, at least in some region of the state space.
In other words, the eigenvalue problem

(−λA0(u) + A(u))r = 0; (2)

A0(u) = ∂F0(u)/∂u; A(u) = ∂F(u)/∂u,

has n real eigenvalues λi(u) called characteristic speeds, and n linearly independent
eigenvectors ri(u), i = 1, . . . , n; A0(u) is assumed to be nonsingular. This property permits
modelling of wave propagation through space with finite speeds.
Hyperbolicity is the main cause for non-existence of smooth solutions for all t, even when
initial data are smooth. Jump discontinuities – shock waves – which are located on the
singular surface Σ(x, t), may appear in finite time interval. If [[·]] = (·)1 − (·)0 denotes the
jump of any quantity in front (upstream) (·)0 and behind (downstream) (·)1 the surface Σ
which propagates with speed s, then Rankine-Hugoniot conditions relate the jump of the field
variables to the shock speed

[[F(u)]] = s[[F0(u)]]. (3)

However, not all of the jump discontinuities which satisfy (3) are observable in reality.
Along with Rankine-Hugoniot conditions, they have to satisfy additional ones which serve
as selection rules for physically admissible solutions (Dafermos, 2000; Serre, 1999). For the
purpose of this exposition we shall be confined with the Lax condition

λi(u1) ≥ s ≥ λi(u0). (4)

It represents a particular form of irreversibility condition since the roles of u0 and u1 cannot
be interchanged. In classical gas dynamics it is related to the fact that physically admissible
shock wave has to be supersonic with respect to upstream state and subsonic with respect to
downstream state.
Classical continuum thermomechanics motivates so-called viscosity approach which
regularizes the system (1) by adding parabolic terms

∂tF0(u) + ∂xF(u) = ε∂x(B(u)∂xu) (5)

where B(u) is viscosity matrix and ε > 0 small parameter, usually related to viscosity,
heat conductivity and diffusivity. This model predicts infinite speed of propagation of
disturbances, and characteristic speeds, as one of the basic features of hyperbolic model
(1), cannot be related to (5). However, parabolic terms regularize the shock waves which
correspond to genuinely nonlinear characteristic speeds of (1). In such a way (5) comprise
solutions representing the shock profile travelling uniformly with shock speed s. These
models are proved to be reliable as long as the state of the system is not far from the local
equilibrium one.
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Another way of description of dissipative mechanisms is to take into account the relaxation
effects. Formally, this assumes extension of the set of state variables u ∈ Rn by v ∈ Rk,
n+ k = N, which are governed by the additional set of balance laws. In particular, we have

∂t F̂0(U) + ∂xF̂(U) =
1
τ

Q(U), (6)

where

U =

(
u
v

)
, Q(U) =

(
0

q(u, v)

)
, (7)

F̂0(U) =

(
f0(u, v)
g0(u, v)

)
, F̂(U) =

(
f(u, v)
g(u, v)

)
,

and τ > 0 is a small parameter – relaxation time. It is assumed that q(u, v) = 0 uniquely
determines the “equilibrium manifold” vE = h(u) as τ → 0, on which the system (6) reduces
to (1) with F0(u) = f0(u, h(u)) and F(u) = f(u, h(u)). The first n equations in (6) are
conservation laws, while remaining k ones are balance laws with source terms q(u, v)/τ
which describe dissipative effects off the equilibrium manifold.
It is customary to expect that system (6) is hyperbolic at least in some subset of the extended
state space RN which contains the equilibrium manifold. Corresponding characteristic speeds
Λj(U), j = 1, . . . , N, and the set of linearly independent eigenvectors Rj(U) are determined
from the eigenvalue problem for the differential part of (6)

(−ΛÂ0(U) + Â(U))R = 0; (8)

Â0(U) = ∂F̂0(U)/∂U; Â(U) = ∂F̂(U)/∂U.

Important property of characteristic speeds Λj(U) is that they provide bounds for the
characteristic speeds of (1) on equilibrium manifold through the subcharacteristic condition
(Boillat & Ruggeri, 1997; Chen et al., 1994)

min
1≤j≤N

Λj(u, h(u)) ≤ λi(u) ≤ max
1≤j≤N

Λj(u, h(u)). (9)

However, the spectrum λi(u) of the system (1) does not have to be contained in the spectrum
Λj(u, h(u)) of the hyperbolic dissipative system (6), i.e. λ’s may not coincide with Λ’s on
the equilibrium manifold. Moreover, Rankine-Hugoniot conditions for (6) have different
form than for (1), and consequently may predict jump discontinuities which appear off the
equilibrium manifold. These discrepancies between hyperbolic systems and their dissipative
counterparts call for the answer to the question how can one relate the jump discontinuities of
(1) to the shock structure solutions expected to be derived from (6). First results may be found
in (Liu, 1987) for systems of two balance laws. General existence result for shock profiles has
been given in (Yong & Zumbrun, 2000), under certain reasonable structural conditions.
It is important to note that dissipative character of parabolic (5) and hyperbolic (6) system
comes from the compatibility with entropy inequality. In former case it imposes restrictions
on viscosity matrix B(u), while in the latter one determines the structure of source terms
q(u, v). In parabolic case Coleman-Noll procedure is usually applied (de Groot & Mazur,
1984). For hyperbolic case a systematic procedure is developed within the framework of
extended thermodynamics (Müller & Ruggeri, 1998), based upon exploitation of Liu’s method
of multipliers (Liu, 1972) and generalized form of entropy flux.
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2.2 Shock structure problem and stability analysis
The shock structure problem has long and rich history. First attempt to apply dynamical
systems theory in the study of shock structure was (Gilbarg & Paolucci, 1953). This approach
provided an excellent framework which persisted and still remains one of the basic tools
in complex problems, e.g. shock waves in higher-order approximations (Holian et al., 2011;
Uribe et al., 2000), predictions using modified Mott-Smith method (Solovchuk & Sheu, 2011)
and generalizations of Navier-Stokes equations (Uribe, 2011).
However, stability and bifurcation analysis related to the shock structure problem had
been mostly applied in the study of Boltzmann equation. Nicolaenko and Thurber
(Nicolaenko & Thurber, 1975) showed that Boltzmann operator for hard sphere potential
has nontrivial eigenvalue which changes the sign in transition from subsonic to supersonic
regimes. Caflisch and Nicolaenko (Caflisch & Nicolaenko, 1982) generalized these results for
hard cut-off potentials and proved the existence of shock profile solutions. Existence results
for discrete velocity models of the Boltzmann equation, which also have a flavor of bifurcation
theory, have been proven in (Bose et al., 1998) and (Bernhoff & Bobylev, 2007). Recently, center
manifold reduction has been applied to prove the existence of weak shocks for the classical
parabolic model of gas dynamics and bifurcation equation of transcritical type appeared there
as a side result (Lorin, 2003).
This problem was also extensively studied within the framework of extended
thermodynamics (Weiss, 1995), whose models are strongly related to ones obtained by
the method of moments in kinetic theory of gases (Grad, 1949). One of the most important
shortcomings of these models, recognized at the early stage (Grad, 1952), is that continuous
shock structure seize to exist when shock speed exceeds certain critical value. It was proven
(Boillat & Ruggeri, 1998) that this is an intrinsic property of hyperbolic systems of balance
laws endowed with convex entropy, and the critical value of shock speed coincides with
the highest characteristic speed. Since our study will be focused on shock speeds in the
neighborhood of the highest characteristic speed of equilibrium subsystem, rather than
complete hyperbolic system, we shall not be confronted with this problem.

3. Isothermal viscoelasticity

In this section we shall analyze the shock structure problem in a simple mathematical model
of isothermal viscoelasticity. It will give us an idea of the method to be used in more involved
situations and provide a flavor of basic results concerned with stability and bifurcation of
equilibria in this problem. Underlying equilibrium system will be the so-called p−system

∂tu1 − ∂xu2 = 0,

∂tu2 − ∂x p(u1) = 0.
(10)

Although primarily arose in the context of isothermal elastodynamics, it is paradigmatic
model for nonlinear wave propagation. The system is hyperbolic provided p′(u1) > 0 with
characteristic speeds

λ1(u) = −
√

p′(u1), λ2(u) =
√

p′(u1), (11)

for the vector of equilibrium variables u = (u1, u2)T. We shall assume that eigenvalues (11) are
genuinely nonlinear (see Dafermos (2000)), which implies p′′(u1) �= 0 for all u1. Our analysis
will be focused on weak shocks which appear as bifurcating solution in the neighborhood of
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the highest characteristic speed, i.e. when s → s∗ = λ2(u0) and satisfy Lax condition

λ2(u0) < s < λ2(u1).

They are determined as solutions of Rankine-Hugoniot equations

s
(
u1

0 − u1
1

)
+

(
u2

0 − u2
1

)
= 0;

s
(
u2

0 − u2
1

)
+

(
p(u1

0)− p(u1
1)
)
= 0.

(12)

A simple way to capture nonequilibrium and dissipative effects is to extend the set of field
variables by introducing nonequilibrium ones. Their evolution is governed by additional
balance laws of relaxation type. In the case of p−system such a model has been proposed
in (Suliciu, 1990)

∂tu1 − ∂xu2 = 0,

∂tu2 − ∂xv = 0,

∂tv− ν∂xu2 = − 1
ε

(
v− p(u1)

)
,

(13)

where ν > 0 and ε is small positive parameter which plays the role of relaxation time. Its aim
was to describe isothermal viscoelastic response of a continuum. Heuristically, the difference
v − p(u1) acts as a driving agent which pushes the system towards local equilibrium state
v = p(u1). On the other hand, the smaller ε is, the more rapid will be the response of the
material. As a matter of fact, when ε → 0 an equilibrium manifold vE = p(u1) is determined
from (13)3, and (13)1,2 is reduced to the equilibrium subsystem (10). Characteristic speeds of
the differential part of (13) are

Λ1(U) = −
√

ν, Λ2(U) = 0, Λ3(U) =
√

ν, (14)

for U = (u1, u2, v)T. Since UE = (u1, u2, p(u1))T , the subcharacteristic condition reads

Λ1(UE) ≤ λ1(u) < λ2(u) ≤ Λ3(UE)

which is satisfied for p′(u1) ≤ ν. In the sequel we shall assume that strict inequality holds.
Otherwise, a continuous shock structure determined by (13) will seize to exist.
Our aim is to seek for continuous travelling wave solution of the system (13) which connects
two equilibrium states – one in front of the wave UE0 = (u1

0, u2
0, p(u1

0)) reached when x → +∞,
with another behind it UE1 = (u1

1, u2
1, p(u1

1)) reached for x → −∞. We shall therefore assume
the solution in the form U = Û(ξ) for ξ = (x− st)/ε which transforms (13) into a system of
ODE’s

s(u1 − u1
1) + (u2 − u2

1) = 0,

s(u2 − u2
1) + (v− p(u1

1)) = 0,

sv̇+ νu̇2 = v− p(u1),

(15)

where ( ). = d( )/dξ. First two equations are integrated and downstream equilibrium state
v(−∞) = vE(−∞) = p(u1

1) for v is used in the course of integration. Note that stationary
points of (15), for which U̇ = 0, lie on equilibrium manifold. For equilibrium behind the
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wave (v = p(u1
1)) the system is trivially satisfied, whereas for the one in front of the wave

(v = p(u1
0)) Rankine-Hugoniot equations (12) are recovered from (15)1,2.

By eliminating u2 and v from (15)1,2 the system is reduced to a single ODE which reads

u̇1 = θ(u1, s) =
s2 (u1 − u1

1
)
− p(u1) + p(u1

1)

s (s2 − ν)
. (16)

Two remarks are in order for (16):

1. θ(u1
0,1, s) = 0, i.e. stationary points lie on equilibrium manifolds related by the shock wave

with speed s through Rankine-Hugoniot equations (12);

2. θ(u1, s) has singularity for s = Λi(U), i = 1, 2, 3, i.e. when shock speed coincides with
characteristic speeds of the hyperbolic system (13).

It has to be noted that critical value of shock speed s∗ = λ2(u1), which determines the
bifurcation point of the equilibrium system (10), does not have anything in common with
characteristic speeds (14) of the hyperbolic system (13). This inevitably motivates stability
and bifurcation analysis of the stationary points of (16).
Stability of downstream equilibrium point u1

1 is determined by the linear variational equation

ẏ = Θ(u1
1, s)y, Θ(u1

1, s) =
∂θ

∂u1 (u
1
1, s) =

s2 − p′(u1
1)

s (s2 − ν)
,

where y = u1 − u1
1 is a perturbation. Eigenvalue is equal to the coefficient Θ(u1

1, s) and its sign
depends upon the value of shock speed. The critical values of shock speed s occur for

Θ(u1
1, s∗h) = 0 ⇒ s∗h = ±

√
p′(u1

1),

and obviously coincide with characteristic speeds (11) of equilibrium system (10). Taking s∗h =

s∗ = λ2(u1
1) it is easy to check that stability of stationary point is changed in the neighborhood

of this critical value since
∂Θ
∂s

(u1
1, s∗h) = − 2

ν − p′(u1
1)

�= 0. (17)

Since ν > p′(u1
1), it can be concluded that stability of stationary point u1

1 is changed in the
neighborhood of the critical value of shock speed as follows:

(a) u1
1 is unstable for s < s∗h = λ2(u1

1);

(b) u1
1 is stable for s > s∗h = λ2(u1

1).

In other words, downstream equilibrium state of dissipative hyperbolic system (13) is unstable
when shock speed satisfies Lax condition for equilibrium system (10), whereas it is stable
when shock speed violates it.
By Taylor expansion of the right hand side of (16) up to second order terms in both variables
in the neighborhood of (u1

1, s∗h), a bifurcation equation is revealed

ẏ ≈ 1
2(ν − p′(u1

1))

⎛
⎝−2μy+

p′′(u1
1)√

p′(u1
1)

y2

⎞
⎠ , (18)
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for a bifurcation parameter μ = s− s∗h. This equation describes transcritical bifurcation pattern
in the neighborhood of the critical value of the parameter μ∗ = 0.
Although Suliciu’s hyperbolic model (13) is physically well founded, it is common in
engineering practice to use parabolic models. They are reliable when the state of the system
is not far from equilibrium one and nonequilibrium variables are related to equilibrium ones
through nonlocal constitutive relations. In this account we shall not pursue in this direction.
Interested reader could find in (Simić, 2008) that parabolic model which corresponds to (13)
gives rise to the same conclusions about stability and bifurcation as hyperbolic one.
The most important conclusion, which could be drawn from the shock structure analysis in
the hyperbolic model of isothermal viscoelasticity (13), is that appearance of the travelling
shock profile is indicated by the change of stability of stationary points, i.e. equilibrium
states. However, the critical value of the shock speed coincides with its bifurcation value
for equilibrium subsystem (10) obtained from Rankine-Hugoniot equations (12). At first, this
result is not surprising since stationary points determine the states which lie on equilibrium
manifolds vE = p(u1), determined by the source term in (13)3. Nevertheless, the critical shock
speed cannot be predicted from the structure of (13) since its characteristic speeds do not
coincide with the ones of equilibrium subsystem. This fact emphasizes the role of equilibrium
subsystem in the study of shock structure.
A complaint could be made about conclusions since they are based upon reduced system
(16) instead of the full system (15) (actually, the system in which (15)1,2 are differentiated).
Namely, complete downstream equilibrium state U1 = (u1

1, u2
1, p(u1

1))
T is non-hyperbolic

stationary point of this system for a travelling profile U(ξ): linearized variational equations
have two zero eigenvalues. However, the remaining one has the same behaviour as predicted
by linearization of (16) and the conclusion can be retained, albeit in a weaker sense in view of
stability.

4. Dissipative hyperbolic model of gas dynamics

Governing equations of gas dynamics are conservation laws of mass, momentum and energy,
which in one dimensional setting read

∂tρ + ∂x(ρv) = 0,

∂t(ρv) + ∂x(ρv2 − σ + p) = 0, (19)

∂t

(
1
2

ρv2 + ρe
)
+ ∂x

((
1
2

ρv2 + ρe
)

v− σv+ pv+ q
)
= 0.

The simplest case is the one in which stress σ and heat flux q are neglected (σ = 0, q = 0)
and one obtains Euler equations of gas dynamics. The vector of state variables u = (ρ, v, T)T

is consisted of density, velocity and temperature of the gas. Pressure p and internal energy
density e are determined by the constitutive equations (thermal and caloric equation of state)

p = p(ρ, T) = ρ
kB
m

T, e = e(ρ, T) =
kB
m

T
γ − 1

, (20)

where kB is Boltzmann constant, m atomic mass of gas and γ the ratio of specific heats.
In classical approach dissipative effects are modelled through nonlocal constitutive equations
for stress and heat flux

σ =
4
3

μ∂xv, q = −κ∂xT. (21)
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μ and κ being viscosity and heat conductivity. Actually, (21) describe transport (or
nonconvective flux) of momentum and internal energy. By inserting (21) into (19) we obtain
so-called Navier-Stokes-Fourier (NSF) model of gas dynamics

∂tρ + ∂x(ρv) = 0,

∂t(ρv) + ∂x(ρv2 + p) = ∂x

(
4
3

μ∂xv
)

, (22)

∂t

(
1
2

ρv2 + ρe
)
+ ∂x

((
1
2

ρv2 + ρe
)

v+ pv
)

= ∂x

(
κ∂xT+

4
3

μv∂xv
)

.

Although it is commonly accepted in engineering applications, it has an intrinsic physical
shortcoming: it is parabolic and predicts paradoxical infinite speed of propagation of heat
pulses and shear waves.
Another way to describe dissipation is to extend the system of state variables with
nonequilibrium ones, i.e. with stress and heat flux U = (ρ, v, T, σ, q)T, and to write
appropriate rate-type equations (balance laws) for them. That was systematically analyzed
in extended thermodynamics (Müller & Ruggeri, 1998) where the following set of equations
is obtained

∂tρ + ∂x(ρv) = 0,

∂t(ρv) + ∂x(ρv2 − σ + p) = 0,

∂t

(
1
2

ρv2 + ρe
)
+ ∂x

((
1
2

ρv2 + ρe
)

v− σv+ pv+ q
)
= 0,

∂t

(
ρv2 + p− σ

)
+ ∂x

(
ρv3 + 3pv− 3σv+

6
5
q
)
=

1
τσ

σ, (23)

∂t

(
1
2

ρv3 +
5
2
pv− σv+ q

)

+ ∂x

(
1
2

ρv4 + 4pv2 − 5
2

σv2 +
16
5

qv− 7
2
p
ρ

σ +
5
2
p2

ρ

)

= − 1
τq

(
q− 3

2
σv

)
.

This set of equations is known as 13 moments model. Closure problem for this model is solved
through compatibility with entropy inequality. It has to be noted that the same model was
derived in kinetic theory of gases where the balance laws for stress tensor and heat flux
came out as macroscopic equations for higher order moments of velocity distribution function
(Grad, 1949). That is where the name of the model actually came from.
Small parameters τσ and τq play the role of relaxation times and, for monatomic gases, obey
the relation τq = 3τσ/2. Although NSF and 13 moments model are principally different,
they are related to each other through Chapman-Enskog expansion. Moreover, constitutive
equations (21) can be recovered from balance laws of (23) by means of Maxwellian iteration
procedure (see Müller & Ruggeri (1998)). Either of these methods lead to the following
relations

τσ =
μ

p
, τq =

2
5

κ

p2 ρT, κ =
15
4

kB
m

μ, (24)
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valid for monatomic gases. Note that μ, κ → 0, or equivalently τσ, τq → 0, pushes the system
towards equilibrium manifold σE = 0, qE = 0, i.e. UE = (ρ, v, T, 0, 0)T , and leads to the
equilibrium subsystem in the form of Euler equations (19) (with σ = 0, q = 0).
It is well-known that characteristic speeds of the equilibrium subsystem (19) correspond to
the speed of sound

λ1 = v− cs, λ2 = v, λ3 = v+ cs, (25)

cs =

(
γ
kB
m

T
)1/2

,

whereas characteristic speeds of 13 moments model (23) evaluated on equilibrium manifold
for monatomic gases (γ = 5/3) read

Λ1 = v− 1.6503cs Λ2 = v− 0.6297cs

Λ3 = v, (26)

Λ4 = v+ 0.6297cs, Λ5 = v+ 1.6503cs.

It is obvious that characteristic speeds of equilibrium subsystem are bounded by the
characteristic speeds of 13 moments model

Λ1(UE) < λ1(u) < λ3(u) < Λ5(UE),

but are not contained in the corresponding spectrum. The aim of this part of the study is
to show that travelling shock profile in 13 moments model appears when the shock speed
exceeds the highest characteristic speed of the equilibrium subsystem and that it is indicated
by the change of stability properties of equilibrium states. All details of the analysis are given
in (Simić, 2009); only the main ideas and results will be given here.

4.1 Shock waves in Euler equations
The central point in this stability analysis is subtle relation between complete hyperbolic
dissipative system of balance laws and its equilibrium counterpart. Therefore, in the first step
it is needed to determine possible equilibrium states related by Rankine-Hugoniot equations
for the equilibrium subsystem. Using standard notation and introducing relative velocity of
the fluid with respect to shock wave u = v− s, the following Rankine-Hugoniot equations are
obtained for (19)

[[ρu]] = 0,[[
ρu2 + p

]]
= 0,[[(

1
2

ρu2 + ρε

)
u+ pu

]]
= 0,

whose nontrivial solution is

ρ1
ρ0

=
M2

0

1 − μ̃2(1 − M2
0)

,

u1
u0

=
1
M2

0

[
1 − μ̃2(1 − M2

0)
]

, (27)

T1
T0

=
1
M2

0

[
(1 − μ̃2(1 − M2

0))((1 + μ̃2)M2
0 − μ̃2)

]
,
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where M0 = u0/c0 is Mach number in the upstream equilibrium, c0 is corresponding sound
speed and μ̃2 = (γ − 1)/(γ + 1). Note that downstream equilibrium state u1 tends to
upstream one u0 when M0 → 1, i.e. when the shock speed tends to the highest characteristic
speed. In such a way downstream equilibrium can be regarded as bifurcation solution
u1(u0, M0), and it is transverse to trivial one in the neighborhood of the critical point M0 = 1.
For future reference it is important to note that according to Lax condition only the supersonic
nontrivial branch (M0 > 1) of the solution (27) is physically admissible, whereas the trivial
branch (u1 = u0) is physically admissible in subsonic case (M0 < 1).

4.2 Shock structure in 13 moments model: stability and bifurcation of equilibria
Analysis of the shock structure in 13 moments model (23) will be performed in dimensionless
form. Also, it will be assumed that viscosity of the gas is temperature dependent, μ =
μ0(T/T0)

α, where exponent α depends on the type of gas and μ0 is viscosity in reference
state. The problem will be considered in a moving reference frame with a single independent
variable ξ = x− st, and the following dimensionless variables will be used

ξ̃ =
ξ

l0
, ρ̃ =

ρ

ρ0
, ũ =

v− s
c0

, T̃ =
T
T0

, σ̃ =
σ

ρ0
kB
m T0

, q̃ =
q

ρ0
kB
m T0c0

,

M0 =
v0 − s
c0

, c0 =

(
5
3
kB
m

T0

)1/2
, l0 =

μ0

ρ0
kB
m T0

c0.

The system of shock structure equations in dimensionless form derived from (23) reads (tildes
are dropped for convenience)

d
dξ

(ρu) = 0

d
dξ

(
5
3

ρu2 + ρT − σ

)
= 0,

d
dξ

(
5
6

ρu3 +
5
2

ρTu− σu+ q
)
= 0, (28)

d
dξ

(
5
3

ρu3 + 3ρTu− 3σu+
6
5
q
)
= ρT1−ασ,

d
dξ

(
5
6

ρu4 + 4ρTu2 − 5
2

σu2 +
16
5

qu− 21
10

Tσ +
3
2

ρT2
)

= − 2
3

ρT1−α

(
q− 3

2
σu

)
.

Equations (28)1−3 can be integrated taking into account equilibrium values for ξ → −∞

ρ0 = 1, u0 = M0, T0 = 1, σ0 = 0, q0 = 0,

and used to express ρ, σ and q in terms of u, T and M0 as a parameter

ρ =
M0

u
,

σ =
5
3
M0(u− M0) + M0

T
u
− 1,

q =
5
6
M0

(
M2

0 − u2
)
+

5
2
M0(1 − T) +

5
3
M0u(u− M0) + M0T − u.
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Inserting these relations into (28)4,5 one obtains the system of two first-order ODE’s

du
dξ

= F(u, T, M0),
dT
dξ

= G(u, T, M0), (29)

whose structure will be omitted for the sake of brevity, but could be found in (Simić, 2009).
Although the analytical form of (29) is quite cumbersome, it can be shown that (dimensionless)
upstream equilibrium (u0, T0) = (M0, 1) and downstream equilibrium

u1 =
3 + M2

0
4M0

, T1 =
1
16

(
14 − 3

M2
0
+ 5M2

0

)
, (30)

determined from (27) for γ = 5/3, are the stationary points, i.e.

F(u0, T0, M0) = F(u1, T1, M0) = 0,

G(u0, T0, M0) = G(u1, T1, M0) = 0.

The main idea of stability analysis is to show that stationary points (u0, T0) and (u1, T1) change
their stability properties in the neighborhood of the critical value of upstream Mach number,
M0 = 1. In the sense of dynamical system theory they are hyperbolic for M0 �= 1 but loose
hyperbolicity for M0 = 1. This can be proved by analyzing eigenvalues of the linearized
system derived from (29) at stationary points. In particular, stationary points are distinct
and corresponding linearized systems have nonzero eigenvalues for M0 �= 1, whereas they
coincide for M0 = 1 and one of the eigenvalues is equal zero.
Let Δu = (Δu, ΔT)T = (u − u0, T − T0)

T = u − u0 denote the perturbation of upstream
equilibrium. Linearized variational equations in the neighborhood of u0, which read
d(Δu)/dξ = A0(M0)Δu, have the Jacobian matrix

A0(M0) =
1

27 − 78M2
0 + 25M4

0

⎛
⎝ −9+42M2

0−25M4
0

M0
3(3 + M2

0)
54−162M2

0+200M4
0

9M2
0

−18+114M2
0−50M4

0
3M0

⎞
⎠ ,

and corresponding eigenvalues are

λ01(M0) =
5D0−

6M0(27 − 78M2
0 + 25M4

0)
, λ02(M0) =

5D0+

6M0(27 − 78M2
0 + 25M4

0)
,

D0∓ = −9 + 48M2
0 − 25M4

0 ∓
√

81 − 216M2
0 + 234M4

0 + 72M6
0 + 25M8

0.

Simple calculation shows

λ01(1) = 0,
dλ01(1)
dM0

=
10
7

; λ02(1) = − 35
39

. (31)

By continuity argument it follows that there is a neighborhood of M0 = 1 in which λ01(M0) <
0 for M0 < 1 and λ01(M0) > 0 for M0 > 1, while λ02(M0) < 0 in either case. Equivalent
arguments, but more cumbersome analytical expressions which will be omitted here, lead to
the same results in downstream equilibrium u1. Namely,

λ11(1) = 0,
dλ11(1)
dM0

= − 10
7

; λ12(1) = − 35
39

, (32)
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Fig. 1. Eigenvalues in upstream u0 and downstream u1 stationary points in gas dynamics
shock structure.

which by continuity argument lead to a conclusion that there is a neighborhood of M0 = 1
in which λ11(M0) > 0 for M0 < 1 and λ11(M0) < 0 for M0 > 1, while λ12(M0) < 0 in
either case. In the language of dynamical system theory, u0 is a stable node and u1 is a saddle
when M0 < 1, while u0 is a saddle and u1 is a stable node when M0 > 1. Obviously, this
characterization is valid only for the reduced system of shock structure equations (29): in
the complete system (28) neither of stationary points which lie on equilibrium manifold is
hyperbolic, but there is always one eigenvalue which changes the sign in the neighborhood
of M0 = 1 and indicates the critical value of the shock speed. This property has already been
observed in the hyperbolic model of isothermal viscoelasticity.
Like in the previous section, bifurcation analysis should reveal the type of bifurcation which
occur in the neighborhood of the critical value of shock speed. Unlike the shock structure
problem (16) which was one-dimensional, shock structure equations (29) in 13 moments
model form a two-dimensional system. In such a case recognition of bifurcation pattern
have to be preceded by the reduction process. In this problem the centre manifold reduction
could be efficiently applied (see Guckenheimer & Holmes (1986) for a detailed account on this
method). Complete procedure is given in (Simić, 2009); only essential steps will be shown in
this review. First, the system (29) is extended by trivial equation dM0/dξ = 0 and analyzed
in the neighborhood of the stationary point u0. Let ΔM0 = M0 − 1. By means of linear
transformation

(Δu, ΔT, ΔM0) = (−3y/2 + 18z/23, y+ z, ε)

the extended system is transformed into normal form

d
dξ

⎛
⎝ y

z
ε

⎞
⎠ =

⎛
⎝ f (y, z, ε)

g(y, z, ε)
0

⎞
⎠ = B0(ε)

⎛
⎝ y

z
ε

⎞
⎠+

⎛
⎝Y(y, z, ε)

Z(y, z, ε)
0

⎞
⎠ , (33)

where

B0(0) =

⎛
⎝ 0 0 0

0 −35/39 0
0 0 0

⎞
⎠ , (34)

and Y(y, z, ε) and Z(y, z, ε) are at least of the second order in y and z. Centre manifold is locally
invariant manifold in the neighborhood of the critical point; it is tangent to the eigenspace
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spanned by the eigenvectors corresponding to eigenvalues with zero real part. Due to the
structure of (34) it has the form z = h(y, ε) and should satisfy conditions

h(0, 0) = 0,
∂h(0, 0)

∂y
= 0,

∂h(0, 0)
∂ε

= 0.

Determining equation for the centre manifold comes from equation for z variable in (33) and
reads

∂h(y, ε)

∂y
f (y, h(y, ε), ε)− g(y, h(y, ε), ε) = 0.

Since it cannot be resolved analytically, the approximate solution can be found using power
series expansion

h(y, ε) ≈ 184
245

εy− 115
196

y2.

Insertion of this result into (33) yields the bifurcation equation

dy
dξ

≈ 10
7

εy− 20
7

y2 (35)

which represents the canonical form of transcritical bifurcation pattern. It is well known that
(trivial) stationary point y0 = 0 looses its stability for ε > 0, while nontrivial one y1 ≈ ε/2
becomes stable. This exchange of stability of stationary points described by the lumped
variable y reflects the change of stability properties of the equilibrium states u0 and u1.
Stability and bifurcation analysis of equilibrium states in 13 moments model, related to the
shock structure problem, has dominantly mathematical character. The main question is: can
we draw a conclusion of thermodynamical flavor from these results? The idea will come from
comparison of stability results (31)-(32) with the Lax condition. By the Lax condition, shock
waves in Euler model, i.e. nontrivial bifurcating solution of Rankine-Hugoniot equations, are
admissible when shock speed s satisfies the inequality

λ3(u0) < s < λ3(u1).

Left inequality corresponds to M0 > 1. When s < λ3(u0), or equivalently M0 < 1, shocks
are not admissible. These conditions are in clear correspondence with stability results for 13
moments model. Eigenvalue λ01(M0) < 0 and determines the stable direction (eigenvector)
in state space when M0 < 1. On the other hand, λ01(M0) > 0 and determines the unstable
direction in state space for M0 > 1. Recall that another eigenvalue is not of any importance
since it does not change the sign. The opposite statements are valid for the eigenvalue
λ11(M0). Therefore, we can conclude that admissible shock structure appears when

0 < λ01(M0) (λ11(M0) < 0), (36)

while λ01(M0) = 0, or λ11(M0) = 0, determine the critical value of the parameter (shock
speed). These conditions seem to be the natural consequence of the fact that Euler system
(19) is contained in 13 moments model (23) and the properties of equilibrium system are
“absorbed” by the dissipative one. As typical for selection rules, they are expressed in the
form of inequality and reflect irreversible character of the process.
Although it looks like a simple and natural transfer of analysis from equilibrium to a
dissipative system, the main point is that equilibrium states (stationary points), the critical
value of the shock speed and stability condition (36) could be determined from the shock
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structure equations without prior knowledge of solutions of Rankine-Hugoniot equations and
exploitation of Lax condition. This self-contained analysis of the shock structure in hyperbolic
dissipative systems will be the cornerstone in studying the same problem in binary mixture.
It was shown in (Simić, 2009) that completely the same conclusions can be drawn even for
the hyperbolic models with higher order moments (14 and 21), as well as for parabolic NSF
model. This suggests that stability properties and bifurcation pattern are not the same by mere
coincidence, but reflect intrinsic properties of dissipative systems.

5. Multi-temperature mixture of Euler fluids

The mixture model we shall deal with in this account arose within the framework of rational
thermodynamics (Truesdell, 1969). Roughly speaking, it is based upon assumption that
behavior of each fluid component is governed by the same balance laws as a single fluid, but
mutual interactions among them are taken into account through appropriate source terms. On
the other hand, governing equations for the mixture ought to be reconstructed from equations
for components. However, these general principles allow for different levels of accuracy
depending on the number of variables chosen to describe the state of each component.
Since the modelling issue is very important for the study of shock structure, the first
part of this section will be devoted to the review of recent results about macroscopic
multi-temperature model. The general model will then be specialized to the case of binary
mixture for which the shock structure will be analyzed in the same spirit as it was done in the
previous section.

5.1 The model and its properties
According to assumptions given above, the model of the mixture is consisted of balance laws
of mass, momentum and energy for each component α = 1, . . . , n

∂ρα

∂t
+ div(ραvα) = τα,

∂

∂t
(ραvα) + div(ραvα ⊗ vα − tα) = mα, (37)

∂

∂t

(
1
2

ραv2
α + ραεα

)
+ div

{(
1
2

ραv2
α + ραεα

)
vα − tαvα + qα

}
= eα.

By ρα, vα, εα, tα and qα we denote respectively the mass density, the velocity, the internal
energy density, the stress tensor and the heat flux of each component. Source terms τα, mα

and eα describe the actions of other components which cause the change of mass, momentum
and energy density of the chosen one. In the sequel it will be assumed that all the components
of the mixture are Euler fluids, i.e. they are neither viscous, nor heat-conducting, so that stress
tensor and heat flux are assumed as

tα = −pαI, qα = 0, (38)

where pα is the partial pressure. In such a model, the state of each component is determined
by its own mass density, velocity and temperature field, (ρα, vα, Tα)T , thus the name
multi-temperature mixture. This approach is not a widespread one in continuum modelling of
mixtures, except in the case of plasma. However, it naturally arises in macroscopic equations
derived from kinetic theory of gases, i.e. Boltzmann equations for mixtures, either due
to presence of distribution functions for each specie (Bisi et al., 2005), or due to violation
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of equipartition of energy for translational degrees of freedom (Hoover & Hoover, 2009;
Xu & Liu, 2007). In this study the temperatures of components were introduced with the
aim to show that, in the absence of viscosity and heat conductivity, large mass disparity is the
main driving agent for thermal nonequilibrium.
To reconstruct the governing equations for the mixture we need some more assumptions and
definitions. It will be assumed that source terms satisfy the following relations

n

∑
α=1

τα = 0,
n

∑
α=1

mα = 0,
n

∑
α=1

eα = 0. (39)

Along with them the following definitions for field variables of the whole mixture will be
introduced

ρ =
n

∑
α=1

ρα, mass density,

v =
1
ρ

n

∑
α=1

ραvα, velocity,

uα = vα − v, diffusion velocities,

ε I =
1
ρ

n

∑
α=1

ραεα, intrinsic internal energy density,

ε = ε I +
1

2ρ

n

∑
α=1

ραu2
α, internal energy density (40)

t =
n

∑
α=1

(tα − ραuα ⊗ uα) , stress tensor,

q =
n

∑
α=1

{
qα + ρα

(
εα +

1
2
u2

α

)
uα − tαuα

}
, flux of internal energy (heat flux).

Summing up equations (37) one obtains the conservation laws of mass, momentum and
energy for the whole mixture

∂ρ

∂t
+ div(ρv) = 0,

∂

∂t
(ρv) + div(ρv ⊗ v − t) = 0, (41)

∂

∂t

(
1
2

ρv2 + ρε

)
+ div

{(
1
2

ρv2 + ρε

)
v − tv + q

}
= 0.

Note that assumptions (38) lead to a simplified form of the stress tensor t and the heat flux
q. However, they are not simple componentwise sums of corresponding quantities, but are
influenced by the diffusion process through uα

t = −pI −
n

∑
α=1

(ραuα ⊗ uα) ; p =
n

∑
α=1

pα, q =
n

∑
α=1

{
ρα

(
εα +

1
2
u2

α

)
+ pα

}
uα,
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where p denotes the total pressure of the mixture. Our concern will be even restricted class of
Euler fluids – perfect gases whose constitutive equations are

pα = ρα
kB
mα

Tα, εα =
kB
mα

Tα

γα − 1
. (42)

This completes the results based upon principles of rational thermodynamics.

The structure of source terms in (37) is determined using the general principles of extended
thermodynamics – Galilean invariance and the entropy principle. Galilean invariance
(Ruggeri, 1989) restricts the velocity dependence of source terms to the following form
(Ruggeri & Simić, 2007):

τb = τ̂b, mb = τ̂bv + m̂b, eb = τ̂b
v2

2
+ m̂b · v + êb, (43)

for b = 1, . . . , n − 1, where τ̂b, m̂b and êb are independent of the mixture velocity v. The

final form of velocity independent parts of source terms is determined by means of entropy
inequality (Ruggeri & Simić, 2007)

τ̂b = −
n−1

∑
c=1

ϕbc

(
μc − 1

2u
2
c

Tc
− μn − 1

2u
2
n

Tn

)
,

m̂b = −
n−1

∑
c=1

ψbc

(
uc

Tc
− un

Tn

)
,

êb = −
n−1

∑
c=1

θbc

(
− 1

Tc
+

1
Tn

)
,

where:

μα = εα − TαSα +
pα

ρα
, (α = 1, . . . , n)

are chemical potentials of the constituents and ϕbc, ψbc and θbc, (b, c = 1, . . . , n − 1) are

phenomenological symmetric positive definite matrices. Source terms are given for n − 1
components since the last one can be determined from restrictions (39).
One of the most important properties of the mixture model (37) is its hyperbolicity.
Characteristic speeds calculated from the differential part are almost trivial – they consist of
independent subsets of characteristic speeds of the components

λ
(1)
α = vαn − csα, λ

(2,3,4)
α = vαn, λ

(5)
α = vαn + csα,

csα =

(
γα

kB
mα

Tα

)1/2
,

where vαn = vα · n are component velocities normal to the wave front and csα are local sound

speeds of the components.
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It is crucial for further study to use the possibility to substitute the balance laws for one
component from (37), say n, with conservation laws for the mixture (41)

∂ρ

∂t
+ div(ρv) = 0,

∂

∂t
(ρv) + div(ρv ⊗ v − t) = 0,

∂

∂t

(
1
2

ρv2 + ρε

)
+ div

{(
1
2

ρv2 + ρε

)
v − tv + q

}
= 0,

∂ρb
∂t

+ div(ρbvb) = τb, (44)

∂

∂t
(ρbvb) + div(ρbvb ⊗ vb − tb) = mb,

∂

∂t

(
1
2

ρbv
2
b + ρbεb

)
+ div

{(
1
2

ρbv
2
b + ρbεb

)
vb − tbvb + qb

}
= eb.

These two sets of governing equations, (37) and (44), are equivalent – they are actually
obtained by the change of state variables (ρα, vα, Tα)T → (ρ, v, T, ρb, vb, Tb)

T . As a
consequence, their characteristic speeds are the same.
In this setting vb (or ub) and Tb can be regarded as nonequilibrium variables. As
a matter of fact, mixture theory was, in its historical development, formulated within
extended thermodynamics as a single-temperature theory, but with component velocities
vb as state variables. That was crucial for removal of paradox of infinite speed of pulse
propagation due to the presence of nonlocal constitutive equation – Fick law. The hyperbolic
single-temperature system appears as a principal subsystem of (44). Complete hierarchy of
principal subsystems was analyzed in (Ruggeri & Simić, 2007) and it was shown that in the
case of non-reacting mixtures equilibrium condition reads

v1 = . . . = vn = v; (u1 = . . . = un = 0), T1 = . . . = Tn = T, (45)

and leads to an equilibrium subsystem (41). Corresponding characteristic speeds are

λ
(1)
E = vn − csE, λ

(2,3,4)
E = vn, λ

(5)
E = vn + csE,

where vn = v · n and csE is equilibrium sound speed of the mixture. Since (44) is endowed
with convex entropy, the following subcharactiristic condition is valid

min
α

(vαn − c∗sα) ≤ λ
(1)
E , λ

(5)
E ≤ max

α
(vαn + c∗sα)

where c∗sα = (γα(kB/mα)T)1/2 are the sound speeds of the full system evaluated in
equilibrium. Explicit form of the equilibrium sound speed of the mixture csE will be left for the
case of binary mixture. It is only important to note that it is evaluated when (45) is satisfied.

5.2 Binary mixture and the shock structure problem
Analysis of the shock structure in mixtures, modelled by the hyperbolic system (44), will be
restricted to a binary mixture of perfect gases without chemical reactions (τα = 0). It was
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shown (Ruggeri, 2001) that governing equations (44) could be written in the following form
in the case of binary mixture

∂ρ

∂t
+ div (ρv) = 0,

∂

∂t
(ρv) + div

(
ρv ⊗ v + pI +

1
ρc(1 − c)

J ⊗ J
)

= 0,

∂

∂t

(
1
2

ρv2 + ρε

)
+ div

{(
1
2

ρv2 + ρε + p
)

v +

(
v · J

ρc(1 − c)
+

1
β

)
J
}

= 0,

∂

∂t
(ρc) + div (ρcv + J) = 0, (46)

∂

∂t
(ρcv + J) + div

{
ρcv ⊗ v +

1
ρc

J ⊗ J + v ⊗ J + J ⊗ v + νI
}

= m1,

∂

∂t

(
1
2

ρc
(

v +
J

ρc

)2
+ ρce

)
+ div

{(
1
2

ρc
(

v +
J

ρc

)2
+ ρce+ ν

)(
v +

J
ρc

)}
= e1,

provided we introduce concentration variable c and diffusion flux vector J

c =
ρ1
ρ

, J = ρ1u1 = −ρ2u2.

Thermal inertia β reads

β =
1

g1 − g2
, gα = εα +

pα

ρα
+

u2
α

2
,

and ν = p1, e = ε1.
Thermal and caloric equation of state for the mixture could be expressed in the form of
equations for a single fluid

p = ρ
kB
m

T, ε I =
kB
m

T
γ − 1

, (47)

provided we introduce average atomic mass m, average temperature T and average ratio of
specific heats γ in the following way (Ruggeri & Simić, 2007)

1
m

=
c
m1

+
1 − c
m2

, T = c
m
m1

T1 + (1 − c)
m
m2

T2,

1
γ − 1

=
c

γ1 − 1
m
m1

T1
T

+
1 − c

γ2 − 1
m
m2

T2
T

. (48)

Note that γ1 = γ2 implies γ = γ1 = γ2. It will be useful for further analysis to use
the temperature difference Θ = T2 − T1 as a nonequilibrium variable, so that component
temperatures can expressed in terms of Θ and average temperature T

T1 = T − m
m2

(1 − c)Θ, T2 = T +
m
m1

cΘ. (49)

Using these relations ν, e and β can be expressed in terms of u = (ρ, v, T, c, J, Θ)T, a new
set of state variables. Using these new quantities one may determine the sound speed for
equilibrium subsystem

csE =

(
γ
kB
m

T
)1/2

. (50)
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Explicit form of source terms m1 and e1 reads as follows

m̂1 = −ψ11

(
u1
T1

− u2

T2

)
= −ψ11

(
1

ρcT1
+

1
ρ(1 − c)T2

)
J,

ê1 = −θ11

(
− 1

T1
+

1
T2

)
= θ11

Θ
T1T2

,

where T1 and T2 are given by (49). However, source terms cannot be completely described
within the framework of extended thermodynamics since coefficients ψ11 and θ11 remain
undetermined. They can be related either to experimental data, or to some other theory.
We shall recourse to the results of kinetic theory of gases (Bose, 2004) which relate them to
volumetric collision frequency Γ′

12 in equilibrium

ψ11E = 2T0
m1m2

m1 +m2
Γ′

12, θ11E = 3kBT
2
0

m1m2

(m1 +m2)2 Γ′
12.

On the other hand, by linearization of source terms in the neighborhood of equilibrium they
could be related to relaxation times τD and τT for diffusion and temperature in equilibrium

ψ11E =
ρ0c0(1 − c0)T0

τD
, θ11E =

kB
m1(γ1 − 1)

ρ0c0T2
0

τT
. (51)

Comparison of the last two equations yields the relation between relaxation times

τT =
2

3(γ1 − 1)
m1 +m2

(1 − c0)m1
τD

and it is frank that for real gases we have an estimate τT > τD. This fact gives strong
support to the multi-temperature assumption since thermal nonequilibrium needs more time
for attenuation than mechanical (diffusion) one. In the sequel we shall adopt equilibrium
values of coefficients (51): since we are dealing with states which are close to equilibrium
ones, they will provide sufficiently accurate estimate.
Equilibrium state is characterized by vanishing of the entropy production. In the case of
binary mixture it is equivalent to vanishing of the source terms, m1 = 0 and e1 = 0 (see
Ruggeri & Simić (2007)). Condition of equilibrium leads to a state without diffusion where
constituents have common temperature

J = J0 = 0, Θ = Θ0 = 0.

These conditions are in agreement with (45). We shall further assume that other variables have
uniform distributions in equilibrium state

ρ = ρ0 = const., v = v0 = const., T = T0 = const., c = c0 = const.

The shock structure is assumed to be a continuous travelling wave-like solution which
asymptotically connects two such equilibrium states.
The shock structure problem will be analyzed for a plane wave which propagates in
x-direction with speed s. Therefore, we shall seek for a travelling wave solution in the form
u(ξ) = u(x− st) with a single independent variable ξ = x − st. This assumption transforms
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the system of governing equations (46) to the following set of ODE’s which determine the
shock structure

d
dξ

(ρu) = 0,

d
dξ

(
ρu2 + p+

J2

ρc(1 − c)

)
= 0,

d
dξ

{(
1
2

ρu2 + ρε + p
)

u+

(
uJ

ρc(1 − c)
+

1
β

)
J
}

= 0,

d
dξ

(ρcu+ J) = 0, (52)

d
dξ

{
ρcu2 +

J2

ρc
+ 2uJ + ν

}
= m̂1,

d
dξ

{(
1
2

ρc
(
u+

J
ρc

)2
+ ρce+ ν

)(
u+

J
ρc

)}
= m̂1u+ ê1,

where u = v− s is x-component of the relative mixture velocity with respect to the shock wave
and J and m̂1 are x-components of diffusion flux and source term. Due to change of variables
we shall have a standing shock profile with upstream (unperturbed) state u0 = limξ→−∞ u(ξ)
and downstream (perturbed) state u1 = limξ→∞ u(ξ). In view of equilibrium conditions
discussed above, we adjoin the system (52) with following boundary conditions

upstream downstream
ρ = ρ0, c = c0; ρ = ρ1, c = c1;
u = u0, J = 0; u = u1, J = 0;
T = T0, Θ = 0; T = T1, Θ = 0.

(53)

Downstream boundary conditions u1 will be determined in the sequel.

5.3 Stability and bifurcation of equilibria in shock structure problem
Further analysis will be performed in dimensionless form using the following dimensionless
variables

ρ̂ =
ρ

ρ0
, û =

u
csE

, T̂ =
T
T0

, Ĵ =
J

ρ0c0csE
, Θ̂ =

Θ
T0

, ξ̂ =
ξ

τDcsE
, M0 =

u0

csE
.

We shall also assume that both components have the same ratio of specific heats, equal to the
average one γ. Upstream boundary data thus read

ρ̂0 = 1, û0 = M0, T̂0 = 1, Ĵ0 = 0, Θ̂0 = 0, (54)

while c0 is already a dimensionless quantity. For convenience hats will be dropped in the
sequel.
To reduce the order of the system, as well as computational effort, conservation laws for mass
and momentum of the mixture (52)1,2 and conservation law for mass of the component (52)4

199Shock Structure in the Mixture of Gases: Stability and Bifurcation of Equilibria



22 Will-be-set-by-IN-TECH

will be used to express ρ, J and T in terms of c and u

ρ =
M0

u
, J = M0

(
1 − c

c0

)
, (55)

T =
m
m0

u
M0

{
1 + γM2

0

[
1 − u

M0

(
1 +

(c0 − c)2

c(1 − c)

)]}
,

where m0 denotes the average atomic mass evaluated in upstream equilibrium state.
There will remain three equations which will finally determine the shock structure. Although
still remains one conservation law among them (52)3 further elimination of state variables
will cause appearance of singularities which prevent efficient numerical calculations in the
sequel. Thus, inserting (55) into (52)3,5,6 written in dimensionless form we formally obtain the
following set of ODE’s

du
dξ

= F(u, c, Θ, M0),
dc
dξ

= G(u, c, Θ, M0),
dΘ
dξ

= H(u, c, Θ, M0), (56)

The actual form of the ODE system is a bit different

B(u, M0)
du
dξ

= f(u, M0) (57)

for u = (u, c, Θ)T. Under regularity assumption det B(u, M0) �= 0 equations (56) can be
reconstructed as du/dξ = F(u, M0) = B−1(u, M0)f(u, M0). However, the form (57) is much
more convenient and will be used in stability analysis.
It is of utmost importance to notice that stationary points of (56), or (57), which satisfy

f(u0, M0) = f(u1, M0) = 0

are determined by relations

u0 = (u0, c0, Θ0) = (M0, c0, 0), u1 = (u1, c1, Θ1) =

(
3 + M2

0
4M0

, c0, 0

)
. (58)

Actually, they satisfy the Rankine-Hugoniot equations on singular surface for the equilibrium
subsystem (41). This fact is far from being obvious, but it is in a full accordance with the
results obtained thus far for other hyperbolic dissipative systems (isothermal viscoelasticity
and gas dynamics).
Our main concern will be the stability analysis of stationary points (58). We want show that
there is a critical value for the upstream Mach number M0 for which stationary points change
their stability properties. Moreover, we would like to show that we can rely on a simple
criterion, related to the eigenvalues, which provides us a selection rule for admissible shock
structures. To that end we shall introduce perturbation of upstream equilibrium state Δu =
(u− u0, c− c0, Θ − Θ0)

T = u − u0 and write the system of linearized variational equations in
the form

B(u0, M0)
dΔu
dξ

=
∂f
∂u

(u0, M0)Δu.

Eigenvalue problem which corresponds to this system reads(
∂f
∂u

(u0, M0)− λB(u0, M0)

)
r = 0.
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Fig. 2. Eigenvalues in upstream u0 and downstream u1 stationary points in He-Xe mixture
shock structure.

Characteristic equation has generalized form

det
(

∂f
∂u

(u0, M0)− λB(u0, M0)

)
= 0

and gives three eigenvalues

λ01 ≡ 0, λ02 = λ02(M0), λ03 = λ03(M0).

Note that one eigenvalue is identically zero, which is a consequence of the fact that among the
system of shock structure equations (57) there is one conservation law. Other two eigenvalues
can be calculated in a closed form, which is rather cumbersome. More important than its
closed form is the fact that one of them changes the sign in the neighborhood of M0 = 1

λ02(1) = 0,
dλ02(1)
dM0

= 1.046; λ03(1) = −0.3118, (59)

the conclusion which can be drawn by continuity argument. By similar calculation one may
determine the eigenvalues in downstream equilibrium state u1

λ11 ≡ 0, λ12 = λ12(M0), λ13 = λ13(M0).

Again, one of the eigenvalues is identically zero, and among other two there is one which
changes the sign in the neighborhood of the critical value of shock speed M0 = 1

λ12(1) = 0,
dλ12(1)
dM0

= −1.046; λ13(1) = −0.3118, (60)

Figure 2 shows the graphs of nontrivial eigenvalues calculated in the mixture of Helium and
Xenon, whose ratio of atomic masses is mXe/mHe = 32.80, and with equilibrium concentration
of Helium c0 = 0.3.
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Arguments which relate the results in (59) and (60) to admissibility conditions are the same
as in the case of gas dynamics. Namely, admissibility of the shock wave in equilibrium
subsystem reads

λ
(5)
E (u0) < s < λ

(5)
E (u1).

Left inequality corresponds to M0 > 1. For s < λ
(5)
E (u0), or M0 < 1, shocks are not admissible.

Moreover, λ02(M0) < 0 determines the stable direction (eigenvector) in state space when
M0 < 1, while λ02(M0) > 0 determines unstable one for M0 > 1. The opposite conclusions
are valid for λ12(M0). Therefore, equivalently to (36), we can conclude that admissible shock
structure appears when

0 < λ02(M0) (λ12(M0) < 0), (61)

while λ02(M0) = 0, or λ12(M0) = 0, determine the critical value of the parameter (shock
speed). Once again, the selection rule (61) is in direct relation to the properties of equilibrium
subsystem, which are absorbed in the mixture model. Inequality form of admissibility
criterion strengthens its irreversible nature. Finally, it has to be stressed that equilibrium states
(stationary points u0 and u1), the critical value of the shock speed and stability condition (61)
are determined from the shock structure equations (57) (or equivalently (52)) without prior
solution of Rankine-Hugoniot equations and usage of Lax condition.
Explicit bifurcation analysis of the system (57), in the sense of previous two sections, will be
omitted here due to huge computational efforts needed. However, from (58) and (55) it is
obvious that limM0→1 u1 = u0 and that equilibrium states form two branches in the state
space which intersect for M0 = 1. This fact, along with existence of a simple eigenvalue
which changes the sign, resembles the structure of transcritical bifurcation pattern discovered
in previously studied models.

6. Conclusions

This study was concerned with stability and bifurcation analysis of equilibrium states in
hyperbolic models of dissipative thermomechanical systems. It was focused on stability
properties of equilibrium states connected by the shock structure. In particular, it was
shown that the critical value of the speed of a travelling shock profile in dissipative system
coincides with the critical value of the shock speed in equilibrium subsystem, the one which
separates admissible from inadmissible shock waves according to Lax condition. The main
feature of this analysis is its independence of previous study of equilibrium subsystem: the
stationary points and their stability properties reflect the structure of equilibrium subsystem
contained in dissipative one, but are determined without prior knowledge of solutions of
Rankine-Hugoniot relations or application of Lax condition. The stability results for the
models of isothermal viscoelasticity and gas dynamics, as well as the new ones for the
multi-temperature model of mixture of Euler fluids, seem to be persuasive enough that we
may conjecture that exchange of stability properties of stationary points may be used as a
selection rule for admissible shock structures in dissipative hyperbolic systems.
Stability results shown in this chapter may be generalized and exploited in several ways.
First, it is expected that stability and bifurcation of equilibrium can be proved for a general
hyperbolic system of balance laws, under reasonable physical and structural assumption.
This is a natural step towards their complete verification. Another possibility for application
is numerical calculation of shock profiles. Eigenvectors corresponding to eigenvalues with
changing sign determine asymptotic behavior of heteroclinic orbits in the neighborhood of
stationary points when ξ → ±∞. This fact can be used in truncation of the domain, necessary
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for numerical computation of the profile, and determination of initial data for solving the
problem as initial value one.
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Chromia Evaporation in Advanced  
Ultra-Supercritical Steam Boilers and Turbines 

Gordon R. Holcomb 
National Energy Technology Laboratory, United States Department of Energy, Albany, OR 

 USA 

1. Introduction 

Goals of the U.S. Department of Energy’s Advanced Power Systems Initiatives include 
power generation from coal at 60% efficiency, which requires steam conditions of up to  
760 °C and 340 atm, so-called advanced ultra-supercritical (A-USC) steam conditions. 
Similar efforts are underway in Europe, Japan, and China to raise efficiencies by raising 
steam temperatures to 700 °C and above. A limitation to achieving the goal is a lack of cost-
effective metallic materials that can perform at these temperatures and pressures. Some of 
the more important performance limitations are high-temperature creep strength, fireside 
corrosion resistance, and steam-side oxidation resistance.  Nickel-base superalloys are 
expected to be the materials best suited for steam boiler and turbine applications above 
about 675 °C (Viswanathan et al., 2005).  Specific alloys of interest include Haynes 230 and 
282, Inconel 617, 625, and 740, Nimonic 263.  Alloy compositions are given in Table 1 
(Haynes International, 2008a, 2008b; Special Metals Corporation, 2004a, 2004b, 2005, 2006).  
Steam-side oxidation can result in several adverse effects: general section loss from material 
thinning, deep localized section loss from internal oxidation (that may also provide crack 
initiation sites), reduced heat transfer due to the development of insulating oxide layers 
(that may lead to higher metal temperatures to maintain the same steam conditions), 
dimensional changes that are critical in airfoils, and downstream erosion from oxide 
spallation.  Evaporation of protective chromia scales may also be an issue at the higher 
temperatures and pressures of A-USC steam turbines. The evaporation of chromia scales in 
steam is the focus of the research presented here.   
Water vapor is known to adversely affect the oxidation behavior of chromia-forming alloys.  
Several explanations have been developed to explain the observed behaviors (Essuman et 
al., 2008; Young & Pint, 2006).  Some are briefly described: 
 Increased chromia growth rates from the doping of Cr2O3 with hydrogen species that 

result from the oxidation reaction between the metal and H2O (Norby, 1993; Hänsel et 
al., 2003 as cited in Young & Pint, 2006).  Similar increased growth rates were found for 
the oxidation of Cr containing dissolved hydrogen compared to Cr without dissolved 
hydrogen (Henry et al., 2001 as cited in Essuman et al., 2008). 

 Enhanced growth stresses that lead to scale cracking (Schütze et al., 2004 as cited in 
Essuman et al., 2008). 

 Enhanced internal oxidation of Cr by water vapor changing the solubility or diffusivity 
of oxygen in the alloy (Essuman et al., 2008).  Increases in internal oxidation can also 
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lead to scales with less Cr2O3 formation and thus increased tendencies to breakaway 
oxidation (Essuman et al., 2008). 

 Rapid, or “breakaway” oxidation from the depletion of Cr in the scale resulting from 
reactive evaporation of Cr2O3 in the presence of O2 and H2O (Essuman et al., 2008; 
Holcomb, 2008, 2009; Young & Pint, 2006).  Clear links to evaporation were shown by 
how increased gas flow rates led to faster breakaway oxidation and increased Fe:Cr 
ratios within the oxide scale (Asteman et al., 2000). 

 

Alloy Fe Cr Ni Co Mo Ti Al Mn Other CCr° 

Haynes 
230 

1.5 22 Bal 2.5 2  0.3 0.5 

0.02 La 
14 W 
0.4 Si 
0.1 C 
75 B

38000 

Haynes 
282 

0.75 19.5 Bal 10 8.5 2.1 1.5  

0.15 Cu 
0.075 Si 
0.06 C 
50 B 

31000 

Inconel 
617 

1.5 22 Bal 12.5 9 0.3 1.15 0.5 

0.25 Cu 
0.5 Si 
0.1 C 
30 B

35400 

Inconel 
625 

2.5 21.5 Bal 0.5 9 0.2 0.2 0.25 
3.65 Nb 
0.25 Si 
0.05 C 

34900 

Inconel 
740 

0.7 25 Bal 20 0.5 1.8 0.9 0.3 
2 Nb 
0.5 Si 
0.03 C 

38700 

Nimonic 
263 

0.35 20 Bal 20 5.85 2.15 0.3 0.3 
0.1 Cu 
0.2 Si 
0.06 C 
25 B

32200 

Table 1. Nominal alloy compositions (wt%, except for B which is in ppm) and bulk alloy Cr 
concentrations (CCr°, mol/m3) for alloys of interest (Haynes International, 2008a, 2008b; 
Special Metals Corporation, 2004a, 2004b, 2005, 2006). Source values that were ranges are 
listed as the midpoint of the range.  Source values that were maximums are listed as half the 
maximum. For economic reasons it is not unusual for actual chemical compositions of 
materials delivered for use in power plants to be near the lower end of the specification.  
Only Nb is listed for sources that gave a value or range for Nb+Ta.  Source values for Pb, P, 
S and Bi are omitted. 

This last behavior based on reactive evaporation of Cr2O3 is the subject of the  
work presented here. In prior work, a methodology to calculate the expected chromia 
evaporation rate as a function of temperature, pressure, gas velocity, and steam chemistry 
was developed for chromia forming alloys (Holcomb, 2008). The methodology  
was experimentally validated at low pressures and gas velocities by how well its kinetics 
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predictions matched atmospheric pressure oxidation experiments in air plus water  
vapor environments. At 760 °C and 340 atm, evaporation rates as high as 5.18 × 10-8 
kg/m2/s of CrO2(OH)2(g) were predicted for rotating high pressure (HP) turbine blade 
components (Holcomb, 2008). This is equivalent to 0.08 mm per year of solid Cr loss.  It 
was speculated that chromia evaporation upstream of the HP turbine, such as in the 
superheater, could partially saturate the steam with CrO2(OH)2(g) and reduce the chromia 
evaporation rate. 
The above efforts were expanded (Holcomb, 2009) to include 1) the use of new 
determinations of the thermodynamic properties of CrO2(OH)2(g) (Opila et al., 2007), 2) 
expanding the methodology from flat plate components to cylindrical geometries (such as 
found within superheaters and steam pipes), 3) linking the chromia evaporation in steam to 
Cr diffusion within the alloy to predict alloy Cr concentration profiles and breakaway 
oxidation times, and 4) applying the breakaway oxidation predictions to a hypothetical 
superheater-steam pipe-HP turbine steam path, where the effects of CrO2(OH)2(g) 
saturation along the steam path are applied.  In many aspects this was similar to the work of 
Young and Pint (2006).   
Presented here is further validation of the model by examining the reactive evaporation 
effects resulting from exposure of Haynes 230 and Haynes 282 to moist air environments as 
a function of flow rate and water content.  These two alloys differ in Ti and Mn contents, 
which may form outer layers of TiO2 or Cr-Mn spinels, which would in theory decrease the 
evaporation of Cr2O3 from the scale (Holcomb & Alman, 2006). 

2. Chromia evaporation 

The oxidation of alloys protected by the formation of Cr2O3 (chromia formers) can undergo 
scale loss due to reactive evaporation of chromium-containing gas species.  Water vapor 
increases the evaporation loss by allowing the formation of CrO2(OH)2(g), which for these 
conditions has a higher vapor pressure than CrO3(g).  CrO3(g) is the predominate Cr gas 
specie in dry air or oxygen (Graham & Davis, 1971).  The formation of CrO2(OH)2(g) can be 
written as: 

 ½Cr2O3(s) + H2O(g) + ¾O2(g) = CrO2(OH)2(g) (1) 

The equilibrium partial pressure of CrO2(OH)2(g) can be found from Eq. 2, where ΔG1° is the 
Gibbs energy of reaction 1, R is the gas constant, T is the absolute temperature, K1 is the 
equilibrium constant of reaction 1, aCr2O3 is the activity of Cr2O3, and Pi is the partial pressure 
of gas specie i. 

 2( )2
1 1 31

2 4
22 3 2

ln ln Cr OH

H OCr O O

P
G RT K RT

a P P

      (2) 

Even while maintaining a Cr2O3 scale, evaporation can change the overall oxidation kinetics 
from parabolic behavior to linear kinetics or even to breakaway oxidation.  Linear kinetics 
can arise after scale growth from oxidation, which decreases with increasing scale thickness, 
matches the scale loss from reactive evaporation (Tedman, 1966).  The change in scale 
thickness, x, with time, t, can then be described in terms of the parabolic rate constant, kp, 
and the linear reactive evaporation rate, ke, as: 
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 p
e

kdx
k

dt x
   (3) 

At long times or high reactive evaporation rates, a limiting scale thickness, xL, arises that is 
given by: 

 p
L

e

k
x

k
  (4) 

In this case metal loss rates are linear, but still involve diffusion through a protective scale.  
Rapid metal loss can occur when reactive evaporation of Cr depletes the scale (and 
sometimes the substrate metal) of Cr (Asteman et al., 1999, 2000).  Decreased Cr in the scale 
or metal can lead to the formation of less protective oxides, such as Fe-Cr oxides in Fe-Cr 
base alloys.  Unprotective scales can lead to rapid metal loss, or “breakaway” oxidation. 
A detailed methodology for calculating evaporation rates in a variety of environments was 
presented in earlier work for gas flow over a flat plate (Holcomb, 2008).  Two basic 
equations were developed: Eq. 5 for laminar flow and Eq. 6 for turbulent flow: 

   2 2
2 2 2

( )0.5 0.343
( )0.664kg AB CrO OH

e L CrO OHm s

D M
k Re Sc P

LRT
  (5) 

   2 2
2 2 2

( )0.8 0.333
( )0.0592kg AB CrO OH

e L CrO OHm s

D M
k Re Sc P

LRT
  (6) 

where ReL and Sc are the dimensionless Reynolds and Schmidt numbers, DAB is the gaseous 
diffusion coefficient between CrO2(OH)2 and the solvent gas (m2/s), MCrO2(OH)2 is the 
molecular mass of CrO2(OH)2 (kg/g-mol),  L is the length (m) in the flow direction of the flat 
plate, PCrO2(OH)2 is the partial pressure of CrO2(OH)2 (atm), R is the gas constant (8.20594×10-5 
m3atm/K g-mol), and T is the absolute temperature (K).  The dimensionless Reynolds and 
Schmidt numbers are defined as: 

 s
L

uL
Re





 (7) 

 
s AB

Sc
D





 (8) 

where ρs is the density of the solvent gas (kg/m3), η is the absolute viscosity (kg/m/s), and 
u is the gas velocity (m/s).  Values for two key parameters in Eqs. 5-8 (DAB and η) are not 
established and require estimates (Holcomb, 2008) to be made.   
The diffusion coefficient, DAB, was estimated with a method using a T1.75/PT relationship 
and “diffusion volumes” (Fuller et al., 1966; Holcomb, 2008), where PT is total pressure.  This 
estimate was later improved (Holcomb, 2009) using a computed geometry for Cr2(OH)2(g) 
(Opila et al., 2007) to estimate the “diffusion volumes”.  The diffusion coefficient estimate in 
supercritical steam was further adjusted (reduced) based on methods presented by Bird et 
al. (1960) and Slattery and Bird (1958). 
The absolute viscosity, η, was estimated for gas mixtures using the semi empirical 
formulation of Wilke (Wilke, 1950 as cited in Gaskell, 1992) that combines the absolute 
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viscosity of the component gases.  For non-polar gases, η was estimated based on the 
Lennard_jones potential (Gaskell, 1992).  For water and steam, information of η as a function 
of T and P was used (Stultz & Kitto, 1992). 
The Gibbs energy for reaction 1, (Opila et al., 2007), was used to determine PCrO2(OH)2.  This is 
a change from the prior work (Holcomb, 2008), where the thermodynamic data of Gindorf et 
al. (2001) was used.  The differences in Gibbs energies for reaction 1 between the two 
transpiration studies (Gindorf et al., 2001, Opila et al., 2007) are shown in Table 2.  The Opila 
values result in higher PCrO2(OH)2 values (Eq. 2) and was attributed to possible undercounting 
of Cr loss in the Gindorf study and to the wider range in water vapor contents that allowed 
more precision in measurements at higher water levels (Opila et al., 2007).   
 

Source 
ΔHx°, 
J mol-1 

ΔSx°, 
J mol-1 

Notes 

Opila et al., 2007 
53500 
± 5400 

-45.6 
± 6.6 

Based on second law enthalpy and entropy 
methods from transpiration experiments to 

determine ΔH861° = 53.5 kJ mol-1 and ΔS861° = 45.6 
J mol-1 K-1 at the average temperature of 861 K. 

Gindorf et al., 2001 61400 -49.8 

Based on transpiration experiments to 
determine lnPCr2(OH)2 (Pa) to be equal to 0.442 + -
7387.5T-1 with an average temperature of 948 K 

in air with 2% H2O. 

Table 2.  Simplified ΔGT° formulations based on the approximation that ΔGT° varies linearly 
with temperature for most substances (Kubaschewki & Alcock, 1979), where ΔGT° = ΔHx° - 
TΔSx° and x is an elevated temperature close to the desired T. 

The above methodology for flat surfaces (Eqs. 5-6) was expanded for use in pipes and to 
include possible saturation effects (Holcomb, 2009). Equations 5-6 were written in more 
general terms that included the average Sherwood number (ShAve) and that allowed for the 
value of the partial pressure of CrO2(OH)2(g) well away from the metal surface, PCrO2(OH)2°, 
to slow down the evaporation (Eqs. 4-5 assumed PCrO2(OH)2° was zero), Eq. 9.  Here ShAve is 
equal to 0.664ReL0.5Sc0.343 for laminar flow over flat plates and to 0.0592ReL0.8Sc0.333 for 
turbulent flow over flat plates. 

    2 2
2 2 2 2 2

( )
( ) ( )

kg AB CrO OH
e Ave CrO OH CrO OHm s

D M
k Sh P P
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    (9) 

For flow within circular tubes, Eq. 9 was used but with a different expression for ShAve.  For 
the analysis that follows, the Dittus-Boelter equation (Winterton, 1998; Incropera & DeWitt, 
2001) was used for ShAve for turbulent conditions: 

 0.8 0.40.023Ave dSh Re Sc  (10) 

where Red is the same as ReL but with the diameter, d, instead of the plate length, L, in Eq. 7.  
For rough pipes the use of an expression for ShAve that incorporates a friction factor, such as 
that of Petukov (Incropera & DeWitt, 2001; Petukhov, 1970) can be used. 
One additional point is that the evaporation rate, ke, from Eq. 9 is for the amount of 
Cr2(OH)2(g) leaving the surface, while the mass change data will be in terms of Cr2O3(s) lost 
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from the surface.  The conversion is shown in Eq. 11 (Holcomb, 2008).  Unless otherwise 
stated, ke is on a Cr2(OH)2(g) basis. 

 2 3
, 2 3 , 2( )2 , 2( )2

2( )2
0.644

2
Cr O

e Cr O e CrO OH e CrO OH
CrO OH

M
k k k

M
   (11) 

3. Chromia evaporation in cyclic oxidation tests 

Cyclic oxidation tests were conducted for up to 2000 hourly cycles in moist air.  Each hourly 
cycle consisted of 55 minutes in the furnace, withdrawal from the furnace, holding for 3.4 
minutes, and then placement back into the furnace.  The remaining 1.6 minutes per hourly 
cycle was the travel time the samples took into and out of the furnace.  The samples 
experienced rapid heating and cooling rates, and were oriented such that the gas flow was 
parallel to their surfaces.  More experimental details can be found in prior work (Holcomb  
et al., 2007).   
A goal of the cyclic tests was to evaluate alloys for use in A-USC boilers and turbines.  Scale 
exfoliation, resulting in part from thermal expansion mismatch between the alloy and the 
scale, is an important failure mechanism in boiler tubes (Wright & Tortorelli, 2007).  The use 
of thermal cycles is an aggressive test of scale exfoliation tendencies.  While some alloys did 
exhibit scale exfoliation in the cyclic tests (Holcomb et al., 2007), except as noted no scale 
exfoliation was observed during tests on the alloys discussed below. 
Results for two alloys from prior work (Holcomb, 2008, 2009), Haynes 230 and Inconel 740, 
are shown in Figs. 1 and 2 respectively, and also in Table 3.  The Haynes 230 results show 
the influence of gas velocity—a factor of 4 increase in gas velocity resulted in a factor of 2 
increase in evaporation, which is consistent with Eqs. 7 and 9.  The dashed lines in Fig. 1 
show the evaporation rate from the model, with an activity of chromia of 0.05.  This low 
chromia activity presumably arises from chromia depletion in the outer portion of the oxide 
scale as chromia is lost to evaporation.  The results for two different heats of Inconel 740 in 
Fig. 2 show two different behaviors.  The heat with the □ symbols initially had a similar 
evaporation rate as the Haynes 230 results.  The evaporation rate decreased after about 800 
cycles.  The other heat, with + symbols, exhibited much less chromia evaporation.  One 
difference between the two heats was 1.6 Ti in the heat with the □ symbols compared with 
1.8 Ti in the heat with + symbols. 
 

 
Fig. 1. Mass change measurements for Haynes 230 exposed at 760 °C in moist air at two 
different gas velocities.  The dotted lines are the predicted mass change due to chromia 
evaporation with a chromia activity of 0.05.  Adapted from Holcomb (2009). 
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Fig. 2. Mass change measurements for two different heats of Inconel 740 exposed at 760 °C 
in moist air.  The dotted lines are the predicted mass changes due to chromia evaporation 
with chromia activities of 0.05 and 0.0006.  Adapted from Holcomb (2009). 

Results for Haynes 230 and Haynes 282 at 800 °C are shown in Figs. 3-4 for two water vapor 
levels and two gas flow rates, and are also shown in Table 3.  The results for Haynes 230 
continue to show the same gas velocity dependence shown at 760 °C—a four-fold increase 
in flow rate doubles the evaporation rate.  For Haynes 282, the combination of the highest 
flow rate and water vapor percentage changed behavior after 1000-12000 cycles.  Past this 
point, small amounts of debris were found upon handling the sample for weighing.  So the 
mass loss was a combination of chromia evaporation and scale spallation.  A four-fold 
increase in flow rate increased, but did not double evaporation rate for Haynes 282.  It could 
well be the case that steady state evaporation was not yet reached for the Haynes 282 prior 
to it starting to spall. 
When the results in Figs. 3-4 were compared with the chromia evaporation model, chromia 
activities were found that matched the results—found in the last column in Table 3.  One 
thought from prior research (Holcomb, 2009) was that chromia activities would decrease 
with higher rates of evaporation.  As chromia leaves the surface, Mn and Ti oxides would 
become enriched and thus decrease the chromia activity.  Table 3 shows that this is not 
always the case.  Increasing the flow rate while maintaining a constant PH2O resulted in 
chromia activities of Haynes 230 and Haynes 282 dropping from 0.14 to 0.11 and 0.21 to 
0.07, respectively.  However, raising the PH2O from 0.19 to 0.57 while maintaining a 
constant flow rate increased the evaporation rate but also increased the chromia activity 
for Haynes 230 (0.06 to 0.11).  The expected result was found for Haynes 282 with a 
decrease from 0.12 to 0.07. 
Scanning electron microscopy (SEM) was used to examine the surfaces of the 800 °C 
samples, Fig. 5.  The surface structure of Haynes 230 was finer than that found on Haynes 
282.  The Haynes 282 at the fastest chromia evaporation rate (lower right-hand image in  
Fig. 5) shows holes in the structure.  One could speculate that these holes were where 
chromia may have evolved from and thus undercut the outer oxide.  This undercutting 
appears to have resulted in the scale spalling in this sample.  
The use of x-ray diffraction (XRD) on these surfaces showed chromia and spinels on Haynes 
203 and chromia, spinels, and TiO2 on Haynes 282.  Various Cr-Ni-Mn containing spinels 
have very similar XRD peaks, making identification of Mn-containing spinels impossible. 



 
Thermodynamics – Kinetics of Dynamic Systems 212 

Alloy T, °C PH2O 
Flow Rate, 

m/s 
ke [Cr2O3], 

kg/m2s 
Time Range, hr Apparent acr2O3 

Haynes 
230 760 0.37 1.9×10-3 3.8×10-10 200-2000 ~0.05 

Haynes 
230 

760 0.37 7.6×10-3 11.7×10-10 94-2000 ~0.05 

Inconel 
740 

760 0.38 1.9×10-3 1.5×10-10 
5.5×10-10 

102-2000 
18-734 

~0.0006 
~0.05 

Haynes 
230 

800 0.19 4.2×10-3 3.4×10-10 200-2000 0.06 

Haynes 
230 

800 0.57 1.0×10-3 4.9×10-10 24-2000 0.14 

Haynes 
230 

800 0.57 4.2×10-3 9.1×10-10 24-2000 0.11 

Haynes 
282 

800 0.19 4.2×10-3 4.9×10-10 600-2000 0.12 

Haynes 
282 

800 0.57 1.0×10-3 6.1×10-10 500-2000 0.21 

Haynes 
282 

800 0.57 4.2×10-3 7.2×10-10 125-1000 0.07 

Table 3. Alloys, conditions, and results for cyclic oxidation tests.  Gas flow rates are at 
temperature.  Data for 760 °C are from prior work (Holcomb, 2008).  Data for Inconel 740 are 
from the heat with □ points in Fig. 2. 

 

 
Fig. 3. Mass change measurements Haynes 230 at 800 °C in moist air at three different water 
vapor levels and gas flow rates.   
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Fig. 4. Mass change measurements Haynes 282 at 800 °C in moist air at three different water 
vapor levels and gas flow rates. The dashed line indicates spalling.   

Elemental spot analyses on the Haynes 230 surface for the slowest chromia evaporation 
sample (19% H2O, 4.2×10-3 m/s) did not show any Mn on the surface.  Analyses of the other 
two samples, with higher evaporation rates, showed Mn throughout the surface (along with 
Cr and O). 
Elemental spot analyses on all of the Haynes 282 surfaces showed two distinct types of areas 
within a fine structure.  Figure 6 shows a higher magnification image of this surface and 
these two types of areas.  The smaller grains are primarily Cr and O (with smaller amounts 
of Ni and Al), and the larger grains (with flat surfaces) to be essentially pure Ti and O. 

4. Chromium diffusion 

After evaporation causes the overall oxidation kinetics to become linear and to have a 
steady state scale thickness (Eq. 4), the flux of Cr away from the scale via evaporation must 
equal the flux of Cr to the scale via Cr diffusion within the alloy.  If there is insufficient 
arrival of Cr to the surface, then the chromia scale will not be maintained and breakaway 
oxidation would be expected to eventually occur. 
To model Cr diffusion within the alloy with a constant flux of Cr leaving the surface, the 
transient heat transfer model of Incropera and DeWitt (Incropera & DeWitt, 2001) within a 
semi-infinite solid and with a constant surface heat flux was used.  The underlying 
mathematics between heat and mass transfer are the same, so this model was used with 
appropriate mass transfer parameters.  The overall equation for the concentration of Cr as a 
function of x (depth from the surface into the alloy, m) and t (time, s), CCr(x,t) is: 

  
2 2 2 2
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Fig. 5. Surface SEM after 2000 cycles at 800 °C in moist air.  
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Fig. 6. Secondary electron image of Haynes 282 after 2000 hourly cycles at 800 °C in moist air 
(57% H2O) and a gas flow rate of 4.2×10-3 m/s.  Elemental spot analysis shows the smaller 
grains to be primarily Cr and O (with smaller amounts of Ni and Al), and the larger grains 
(with flat surfaces) to be essentially pure Ti and O 

where CCr° is the bulk alloy Cr concentration (mol/m3) (Table 1), DCr is the diffusion 
coefficient of Cr (m2/s), and erfc is the complementary error function.  For the concentration 
of Cr at the surface as a function of time, Eq. 12 simplifies to Eq. 13. 
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And the surface concentration is equal to zero at time t*, as shown in Eq. 14. 
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Breakaway oxidation is expected to occur prior to t*, such as when the surface concentration 
becomes less than the critical value required to sustain a Cr2O3 scale.  The critical value 
could be estimated, as was done for the critical bulk concentration of Cr in Fe-Cr alloys 
(Meier et al., 2010), if sufficient diffusion rates in the metal and scale are known.  However, 
the lower bound on the critical value of the surface concentration is zero.  So t* is used as a 
proxy for the time until breakaway oxidation will occur.   
At the temperatures in a steam turbine, the diffusion coefficient, DCr, is an effective diffusion 
coefficient and is a combination of lattice, DCrL, and grain boundary, DCrgb, diffusion.  The 
relationship used is based on cubic grains of size λ (m) and with grain boundary width δ (m) 
(Peng et al., 2005): 
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The lattice diffusion coefficients were determined using Dictra diffusion simulation software 
(Thermo-Calc Software AB, 2006) with the Ni-DATA (Saunders, 2000) and MOB2 (Royal 
Institute of Technology, 1999) databases.  Figure 7 shows lattice diffusion coefficients of Cr 
in the face-centered-cubic (FCC) phase for several alloys of interest as a function of Cr 
content at 760 °C.  The right-most-point for each alloy is at the alloy Cr content.  The lower 
Cr content values represent the alloy where it is locally depleted in Cr near the surface.  
Figure 7 shows that for many of the alloys an assumption of a constant value for the 
diffusion coefficient is a good one.   
 

 
Fig. 7. Lattice diffusion coefficients at 760 °C for Cr in the FCC phase of nickel base 
superalloys determined using Dictra diffusion simulation software (Thermo-Calc Software 
AB, 2006) with the Ni-DATA (Saunders, 2000) and MOB2 (Royal Institute of Technology, 
1999) databases.     

The use of the FCC phase as the basis of lattice diffusion is a simplification of the rather 
complex nature of these alloys.  All of the alloys in Fig. 7 are strengthened by the formation 
of one or more second phases, the amount of which depends upon heat treatment. Two of 
these alloys (Nimonic 105 and Udimet 720Li) have very significant amounts of a second 
phase (gamma prime).  The ordered structure of these second phases should result an 
diffusivities that are much smaller than the FCC phase.  So this simplification would tend to 
overstate the overall effective diffusion coefficients.  
Further phase complications can arise from Cr depletion, where the loss of Cr can itself lead 
to phase changes.  An example of this can be seen in Fig. 8, for Inconel 617 exposed to 2000 
hourly cycles at 760 °C in air with 37% H2O at atmospheric pressure (Holcomb, 2009).  
Figure 8 shows a phase transition zone near the oxide interface, presumably from Cr 
depletion.  Internal oxidation, mainly of aluminum, is also present underneath the oxide 
scale along grain boundaries.  Thus, a more comprehensive phase-based treatment of 
diffusion coefficients may be warranted.  However, for the calculations that follow, the 
values used for the lattice diffusion coefficients are ones from the FCC phase at the Cr 
content of the alloy (Fig. 7).   
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Grain boundary diffusion coefficients are estimated based on the work of Paul et al. (Paul et 
al., 1994) where lattice and grain boundary diffusion coefficients were determined for 
Inconel 800 (where a grain boundary width of 0.5 nm was used).  The estimate is to use the 
same ratio of grain boundary diffusion to lattice diffusion that was found for Inconel 800, 
and to use the same grain boundary width of 0.5 nm.  This ratio is given by Eq. 16. 
 

 
Fig. 8. Results of cyclic oxidation of Inconel 617 at 760 °C in air plus 37% H2O after 2000 
hourly cycles (Holcomb, 2009).  A bright field image after etching (50% concentrated nitric 
acid, 50% glacial acetic acid).  A precipitate free zone lies beneath internal oxidation areas.  
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An example of a comparison between calculated and measured Cr diffusion profiles is given 
in Figs. 9-10 for Inconel 740 exposed to 2000 hourly cycles at 760 °C (under the same 
conditions as in Fig 8).  Figure 9 is a backscattered electron image of a cross-section of the 
metal-scale interface. It shows a very thin oxide scale and a larger thickness of internal 
oxidation. The internal oxidation is primarily of aluminum and titanium. This kinetic data 
for this specimen are the points in Fig. 2 with the most mass loss.  Figure 10 shows the Cr 
concentration profile measured using X-ray photoelectron spectroscopy (points) and the 
results of the model of Eqs. 12 and 16 with λ equal to 50 μm, δ equal to 0.5 nm (line), and ke 
of 8.0 × 10-10 kg/m2s.  This evaporation rate is the model prediction with an aCr2O3 of 0.4.  
The model is a close fit to the measured points. Note that the use of 2000 hours in Fig. 10 is 
an approximation that overstates the time at temperature (each hourly cycle had a few 
minutes at lower temperatures).  If the predicted evaporation rate using pure chromium is 
used (aCr2O3 of 1), the predicted evaporation rate is 2.0 × 10-9 kg/m2s, and the model would 
predict too much Cr loss (a wt fraction of Cr of 0.05 at the surface).   
The model curve in Fig 10 invoked an aCr2O3 of 0.4.  Is lowering the chromia activity valid?  
These alloys are not pure Ni-Cr alloys and have other alloying elements that oxidize, are 
mobile, and many times can be found on the outer surface of oxide scales—namely Ti and 
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Fig. 9. Backscattered electron cross-section image after cyclic oxidation of Inconel 740 at 760 °C 
in air plus 37% H2O after 2000 hourly cycles (Holcomb, 2009). 

 

 
Fig. 10. Chromium depletion from cyclic oxidation of Inconel 740 at 760 °C in air plus 37% 
H2O after 2000 hourly cycles.  The individual points are from a line scan into the sample on 
the cross-section shown in Fig. 9 (Holcomb, 2009).  The line results from the Eq. 12.  The 
evaporation rate used in Eq. 12 was 8×10-10 kg/m2s, which corresponds to an aCr2O3 of 0.4. 

Mn. For example, enough Mn additions to result in outer scales of Mn-Cr spinels instead of 
chromia is expected to reduce the evaporation of Cr by a factor of 55 at 700 °C and by  
a factor of 35 at 800 °C (Holcomb & Alman, 2006).  This is equivalent to a chromia activity  
of 0.0006 at 760 °C.  Prior work (Holcomb, 2009) showed that the higher evaporation rates 
shown by Haynes 230 and Inconel 740 corresponded to an aCr2O3 value of 0.05.  The use  
of 0.05 in the analysis used for Fig. 10 results in a predicted evaporation rate of 2.8 × 10-10 
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kg/m2s, and a wt fraction of Cr of 0.22 at the surface.  Since some of the Cr loss can be 
attributed to the non-evaporated chromia scale, the best value for aCr2O3 lies between 0.05 
and 0.4.  Apparent aCr2O3 values, based on the negative slope of the mass change data, are 
shown in Table 3 for each alloy and condition in this study.  Most of the apparent aCr2O3 
values are within this range. 

5. Hypothetical superheater-steam pipe-hp turbine steam path 
The combination of gas evaporation of CrO2(OH)2, gas saturation of CrO2(OH)2, and Cr 
depletion in the alloy is illustrated in Fig. 11. Figure 11 represents one section of superheater 
(SH) tubing or steam pipe of cell length L.  The bulk partial pressure of CrO2(OH)2 coming 
into the cell is PCrO2(OH)2° (Incoming).  Evaporation within the cell at rate ke raises the 
PCrO2(OH)2° (Outgoing) by the amount released by evaporation and is shown in Eq. 17.   
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Fig. 11. The combination of gas evaporation of CrO2(OH)2, gas saturation of CrO2(OH)2, and 
Cr depletion in the alloy is illustrated. This represents one section of superheater tubing or 
steam pipe of cell length L (Holcomb, 2009). 

The effects of saturating the gas phase with CrO2(OH)2 can then be calculated along  
the length of a SH tube or steam pipe by combining many cells together.  A hypothetical 
arrangement of a 100 m long, 0.05 m I.D., SH that leads into a 50m long, 0.3 m I.D.,  
steam pipe that leads to a high pressure (HP) turbine is illustrated in Fig. 12.  The 
temperature profile and steam velocities are shown on the left-hand axis, while the 
evaporation rate is shown on the right-hand axis.  The evaporation rate is based on an aCr2O3 
of 0.05. The SH and steam pipe each consisted of 160 cells of the type shown in Fig. 11.  
Saturation results in an 80% reduction in the evaporation rate at the HP turbine.The steam 
chemistry used in Fig. 12 and in subsequent calculations was based off of feedwater 
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treatments that are typical of once-through supercritical power plants, i.e., a pH of 8.0-8.5 
controlled with ammonia additions (Babcock & Wilcox, 1992).  At high temperatures, water 
undergoes dissociation to O2 and H2 to levels well above 1 ppb. To estimate the dissolved 
oxygen required for Eq. 1 at temperature and pressure, the program FactSage 5.5 (Bale et al., 
2007) was used to first determine the amount of NH3 required for a pH of 8.25 at 25°C: 34.5 
ppb. This agreed well with the reported (Babcock & Wilcox, 1992) 20-65 ppb NH3 used for 
pH control to 8.0 to 8.5. Next FactSage 5.5 was used to find the value of the fugacities of H2O 
and O2 for each temperature and pressure combination from water with 34.5 ppb NH3. The 
use of fugacities instead of partial pressures made only a minor difference because the 
fugacity adjustments tended to cancel each other out.  
 

 
Fig. 12. The effects of gas saturation is shown for a hypothetical arrangement of a 100m long 
SH that leads into a 50m steam pipe that leads to a high pressure (HP) turbine.  Saturation 
results in a 80% reduction in the evaporation rate at the HP turbine.  An aCr2O3 of 0.05 was 
used.  Adapted from Holcomb (2009). 

The time for the alloy Cr level to reach zero at the scale-metal interface, using Eq. 14, is 
shown in Fig. 13 for the same conditions as in Fig. 12 (and using saturated values for ke).  
Haynes 230 was the alloy used.  Under this simulation the chromia evaporation at the HP 
turbine blade is expected to be so great as to deplete the alloy surface of Cr in a few days.  
However, the very high rates of evaporation predicted at the HP turbine will likely be less 
than the model.  The model is highly dependent upon the chromia activity term, especially 
in combination with the saturation effect.  Should the higher evaporation rate at the HP lead 
to a lower chromia activity (while keeping the aCr2O3 in the SH and steam pipe at 0.05) , then 
the equilibrium surface PCr2(OH)2 can easily drop below PCr2(OH)2°, and thus stop chromia 
evaporation (Eq. 9).  In this example (with the aCr2O3 in the SH and steam pipe at 0.05), an 
aCr2O3 in the HP turbine section of 0.032 would be sufficiently low enough to stop chromia 
evaporation in the HP turbine. 
The very high temperatures and total pressures of Figs. 12-13 match that of the U. S. 
Department of Energy’s goals of 760 °C and 340 atm.  The impact of evaporation at lower 
temperatures and pressures can be seen in Figs. 14-15, where similar procedures are used to 
estimate the time it takes for the surface concentration of Cr in the alloy to reach zero.  In all 
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cases the SH inlet temperature was taken to be 600 °C.  Below 600 °C, ferritic alloys, which 
would not be expected to form chromia scales, would typically be used. 
 

 
Fig. 13. The predicted time for the Cr level at the scale-metal interface to reach zero.  Haynes 
230 was the alloy system used in this estimate.  An aCr2O3 of 0.05 was used.   Adapted from 
Holcomb (2009). 

 

 
Fig. 14. The effects of temperature on the estimate of the time it takes for the surface 
concentration of Cr in the alloy to reach zero, at 340 atm.  Haynes 230 was the alloy system 
used in this estimate.  An aCr2O3 of 0.05 was used.   Adapted from Holcomb (2009). 
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Fig. 15. The effects of pressure on the estimate of the time it takes for the surface 
concentration of Cr in the alloy to reach zero, at 760 °C.  Haynes 230 was the alloy system 
used in this estimate.  An aCr2O3 of 0.05 was used.   Adapted from Holcomb (2009). 

Figure 14 shows why chromia evaporation is not considered to be of much concern in 
existing steam boilers and turbines.  Modern advanced steam cycles are currently no higher 
than 630 °C, so the time to breakaway oxidation (for which the time for C(0,t) to reach 0 is 
being used as an estimate) is well beyond the life span of the boiler or turbine.  Another 
factor limiting chromia evaporation in modern advance steam cycles is that ferritic steels are 
extensively used, and they do not form chromia scales.  So the activity of Cr is lower in the 
scales, which from Eq. 1 lowers the partial pressure of CrO2(OH)2(g), which in turn 
decreases chromia evaporation (Eq. 9). 

6. Mitigation 

As discussed in the Hypothetical Superheater-Steam Pipe-HP Turbine Steam Path section, 
relatively small changes in chromia activity at the oxide-steam interface can greatly 
influence the amount of chromia evaporation.  For the alloys of interest, which contain Ti 
and/or Mn, large evaporation rates may be self-correcting as chromia is lost from the 
surface and concentrates Ti and Mn oxides (and thus reduces the chromia activity).  
Decreases in chromia activity along the steam path can result in little or no evaporation if 
the steam becomes saturated in Cr2(OH)2 relative to the lower surface PCr2(OH)2 that arises 
from the lower aCr2O3.   
Another mitigation would be the use of a non-chromia forming coating.  An example would 
be a thermal barrier coating (TBC), such as one based on yttria stabilized zirconia (YSZ).  
Such coatings are being postulated for use to reduce turbine blade erosion.  This would 
eliminate the transport path for chromia evaporation.  Even if the coating were porous, it 
would effectively increase the gaseous diffusion boundary layer to the thickness of the 
coating, thus eliminating much of the detrimental gas velocity effects. 
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7. Conclusions 

A methodology was developed to calculate Cr evaporation rates from Cr2O3 with a flat 
planar geometry (Holcomb, 2008), was expanded upon to allow for interior cylindrical 
geometries, and to allow for the effects of CrO2(OH)2 saturation within the gas phase 
(Holcomb, 2009).  This approach was combined with Cr diffusion calculations within the 
alloy (with a constant flux of Cr leaving the alloy from evaporation) to predict Cr 
concentration profiles as a function of exposure time and to predict the time until the alloy 
surface concentration of Cr reaches zero.   
An important aspect of chromia evaporation in alloys of interest (that contain Mn and Ti) is 
the possibility of reduced chromia activity at the metal surface.  A reduction in chromia 
activity will reduce chromia evaporation.  It was found that increasing the gas flow rate led 
to increased chromia evaporation and decreased apparent chromia activity.  Increasing the 
water content in the moist air increased the evaporation, but results were mixed with its 
effect on chromia activity. 
A hypothetical super heater (SH) tube, steam pipe, and high pressure (HP) turbine steam 
path was assembled and examined with the methodology.  At the U. S. Department of 
Energy’s goals of 760 °C and 340 atm, the time until breakaway oxidation was predicted to 
be quite short for the turbine blade, and of concern within the steam pipe and the higher 
temperature portions of the SH tube.  The predicted time until breakaway oxidation 
increases dramatically with decreases in temperature and total pressure.  However, it was 
shown that chromia activity variability within the steam path (i.e., chromia activity in the 
HP lower than that in the SH/steam pipe) could reduce or eliminate chromia evaporation.  
The steam could become saturated in Cr2(OH)2 relative to the lower partial pressure of 
Cr2(OH)2 at the metal surface (lowered by the lower chromia activity).  Thus the higher 
expected chromia evaporation rates in the HP section could be self-mitigating as the loss of 
chromia from the scale, which increases the relative amounts of Ti and Mn oxides) reduces 
the chromia activitiy at the oxide surface. 
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1. Introduction

The subjects selected to conform the content of this chapter have beem chosen following
two main criteria. Firstly, subjects which are of great interest today in the field of
thermohydrodynamics. Secondly, they are neither well understood nor we can regard them as
fully developed. Many aspects in their own structure pose very deep and interesting questions
whose answers are yet to be obtained. Indeed when closely examined one finds rather
surprising results. Start with magnetohydrodynamics. When in a charged fluid ordinary
hydrodynamics is coupled with Maxwell’s equations using the conventional form of Ohm’s
equation an assumption lies behind which is hardly sustained with the results obtained in
kinetic theory. Further, if the fluid is viscous such coupling becomes much more sophisticated
a fact that it is hardly noticed in the current literature.
A similar situation occurs with shock waves when in spite of the fact Euler’s equations are
well known not to provide a correct description of the structure of a shock wave, they are still
used in many applications. The use of the Navier–Stokes and higher order hydrodynamics
equations seeking a more accurate description of shock waves is full of loopholes which we
hope to bring to the attention of the reader.
On the other hand quantum hydrodynamics, a field long ignored by both physicists and
hydrodynamicists is becoming more and more demanding specially due to the experimental
results in relativistic heavy ion collisions (RHIC) and in the study of non–equilibrium
properties of very cold Bose and Fermi gases. Indeed, one can safely assert that quantum
hydrodynamics has never been correctly formulated.
The last topic we chose to discuss is currently referred to as Stochastic Thermodynamics
and/or Fluctuation Theorems. This field pretends to extrapolate well established results
in Thermostatics as well as in near–equilibrium thermodynamics in the study of small
(nanoscale) systems. The two fundamental problems we see here is, firstly, the validity of
the use of well defined macroscopic concepts to very small systems. This requires caution.
Secondly, the abuse of the thermodynamic languaje in these systems is rather confusing. For
instance, entropy is a state function only defined for equilibrium states of macrosystems or
in near equilibrium states as required in linear non–equilibrium thermodynamics (LIT). Far
away from equilibrium entropy is not defined and entropy production which is unfortunately
adopted instead of Clausius uncompensated heat is only meningful in (LIT). In this part of the
review we insist in placing the enormous amount of results so far obtained in a more adequate
language. This will avoid misconceptions as well as misundertandings.
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2. Magnetohydrodynamics

In order to get a clear picture of what we are going to understand by magnetohydrodynamics,
it is convenient to recall the methodology that lies behind the derivation of the equations
of ordinary hidrodynamics. We consider a single fluid whose thermodynamic states are
described by five locally conserved variables, ρ(r, t) the mass density, ρ(r, t) u(r, t) the
momentum density, and ρ(r, t) eT (r, t) the total energy density. These equations satisfy
the five well-known conservation equations, needless to be written down here. These
equations contain fourteen unknowns, three for the energy flux, six for the momentum flux
(assuming fluid is isotropic) and the five state variables. To turn them into a complete set
of equations one needs to introduce nine so called constitutive equations, expressing the
fluxes in terms of the state variables. For an ideal (non-viscous) fluid one readily obtains
the well known Euler equations, the lowest order equations including dissipative effects are
the Navier–Stokes–Fourier equations an so on.
If one now considers that the fluid is charged, then when set in motion its charge and current
densities will generate an electromagnetic field which, through Maxwell’s equations couples
with the fluid’s own hydrodynamic equations, giving rise to what is usually referred as the
equations of magnetohydrodynamics. Yet the resulting equations are not closed. Constitutive
equations must be supplied for all the resulting fluxes which arise from such coupling.
Further, the state variables are now enlarged in number due to the presence of the charged
particles. In the simplest case, say, the fluid consisting of electrons and ions, we must account
for their corresponding densities. Needless to say that the resulting equations will be far more
complicated that the ones for the ordinary fluid, a reason which, in our opinion, has given rise
to some misunderstandings in the rich literature on the subject Alfven (1963); Balescu (1988);
Braginskii (1965); Chandrasekhar (1960); Cowling (1957); García–Colín & Dagdug (2009);
Jackson (1962); Kulsrud (2005); Spitzer (1956); Van Kampen & Felderhof (1967), including
their kinetic theoretical foundations.
Consider a charged fluid consisting of electrons and ions of masses me and mi, respectively,
whose number densities are ni and ne respectively. Then ρ = ne me + ni mi = ρe + ρi and the
conservation equations read

∂ρ

∂t
+∇ · (ρ u) = 0, (1)

∂

∂t
(ρ u) +∇ · (ρ u u + τ ) = Q (E + u × B) + Jc × B, (2)

ρ
∂ε

∂t
+∇ · Jq + τ : (∇u)s + JT × B = 0, (3)

where u(r, t) is the fluid’s velocity, τ = p I + τ v, p being the hydrostatic pressure and τ v

the symmetric viscous tensor, ε is the internal energy per unit mass, Jq the heat flux, Jc the
conduction current, and JT the total current. Here Q = ni ci + ne ce = (ni − ne) e and

JT = Q u + Jc = Q u +
me +mi
mi me

e J(m)
e (4)

where J(m)
e is the mass current for the electrons. We recall that Je + Ji = 0. Maxwell’s equations

in the MKS system are,

∇ · E =
1
ε0

Q, ∇ · B = 0, (5)
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∇× E = − ∂B
∂t

, −μ0 ε0
∂E
∂t

+∇× B = μ0 JT. (6)

Notice that the currents Jq, τ v, J(m)
e (or Jc) require to be expressed in terms of the state variables

ρe, ρi, u, and ε through still unknown constitutive equations through eqs. (2) and (3).
In order to simplify the problem several approximations are introduced. Firstly the
temperatures of electrons and ions is taken to be the same, Ti = Te = T a fact which is readily
justified Moratto & García–Colín (2011). Next we define the hydrodynamic time τα

H and the
hydrodynamic lenght lH as follows,

1
τα
H

≈ vα

lH
, vα =

√
2 kB T
mα

, α = 1, e, (7)

kB being Boltzmann’s constant and

l−1
H = Max

|∇A(r, t)|
|A(r, t)| , (8)

where A is ρ,u or T.
We now assume that both lH and τH are the characteristic length and time scales of E and B.
Then several approximations follow Balescu (1988); García–Colín & Dagdug (2009):

| ∂E
∂t

| ≈ u2

c2 |∇ × B| ≈ 0, in a non relativistic plasma. (9)

This is a tricky approximation. By eq. (6) it implies that

∇× B = μo JT, (10)

or that
∇ · JT = 0. (11)

But since total charge is conserved, the balance equation

∂Q
∂t

+∇ · JT = 0, (12)

must be obeyed which implies that
∂Q
∂t

= 0. Consistency may be achieved if local neutrality

is satisfied namely Balescu (1988),

|ne(r, t)− ni(r, t)| ≤ 1
2

(
ne(r, t) + ni(r, t)

)
, (13)

in which case Q ≈ 0 in all hydrodynamic equations.

This leads to the so called pre–Maxwell’s equations | ∂E
∂t

| ≈ 0 and Q E is supressed. Moreover,

it is also assumed that since Q ≈ 0 then

Q u << Jc, (14)

which implies that pre–Maxwell’s equations read as

∇ · E = 0, (15)

∇× E = − ∂B
∂t

, ∇× B = μ0 JT, (16)
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subject to the condition that ∇ · Jc = 0.
This fact is very often ignored or by–passed in many treatises on the subject. If we assume that
Jc is determined through Ohm’s law, which as we will see below is already incorrect, then

Jc = Q
(

E +
1

μ0
u × B

)
=

Q
μ0

(u × B), (17)

which implies that (eq. (16))
−∇× B = Q(u × B) (18)

or
∇ · (u × B) = 0, (19)

which is consistent with eq. (11). But also,

∇ · (u × B) = B · ∇ × u − u · ∇ × B (20)

or using eq. (18)
B · ∇ × u = Q u · (u × B) = 0. (21)

This implies that, in general ∇× u = 0 or that the flow is always irrotational, which in turn
implies the fluid is non–viscous. Whence, τ v = 0 a fact that not always is clearly pointed out
in many applications. Yet eq. (17) as such is completely incorrect. This is manifestly exhibited
by kinetic theory Balescu (1988); Braginskii (1965); García–Colín & Dagdug (2009).
To avoid unnecessary and lengthy repetitions we will explicitly consider the properties of

vectorial currents, J(m)
i and Jq but concentrate on the former one since identical properties are

associated with the second one. Notice that from eq. (4) whatever we say about J(m)
e applies to

Jc since mi >> me and Jc = (e/me)J
(m)
e . Now, consider a fluid in which the magnetic vector B

is along the z–axis, B = |B|k̂. Any vectorial current has now three different components, one
along the z–axis, one lying in a plane, the xy plane perpendicular to B and a third one which
lies on a plane perpendicular to both, the z–axis and the xy plane. The two vectorial forces
associated with vectorial fluxes are ∇T and die where

die = ∇
(

ne

n

)
+

nine(mi −me)

n ρ

∇p
p

+
nine

p ρ
(mie+mee) E′, (22)

is the diffusive force and E′ = E + u × B. If ni + ne = n
2 and we neglect the term with ∇p

which is usually very small,

die =
n2

p ρ
mie E′, (23)

ignoring also the temperature gradients which give rise to the Thomson effect systematically
ignored in plasma physics. This implies that Jc may be written as (see refs. citemb8,mb10)

Jc = σ‖Ez k̂ + σ⊥ (Ex î + Ey ĵ) + σS (E + u × B), (24)

where the three conductivities are explicitly given in terms of molecular parameters but we
do not need them here explicitly. Equation (24) would be the canonical form of Ohm’s law we
repeat, ignoring pressure diffusion and Thomson’s thermoelectric terms. Now compare eqs.
(17) and (24). They would be identical if σ‖ = σ⊥ = 0 and σS = σ‖ which is completely wrong.
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Even if we neglect E, σS is not by any chance the same as σ‖ as clearly exhibited in refs. Balescu
(1988) and García–Colín & Dagdug (2009).
A second critique arises from the use of pre-Maxwell’s equations (15) and (16) subject to the
condition that ∇ · Jc = 0. Jc is the outcome of the presence of all the thermodynamic forces

present in the system ∇, ∇p, ∇ni
n

, and die. To assert that in general ∇ · Jc = 0 is ridiculous.

Even if B = 0 one can show that García–Colín & Dagdug (2009)

∇ · Jc = −σ‖ ∇2φ − τ⊥ ∇2T, (25)

where τ⊥ is a thermal conductivity. Equation 25 set equal to zero, in general, cannot be
satisfied unless ∇φ and ∇T acted in a rather peculiar way.
As a third, and last critique we will mention here, concerns magnetohydrodynamics at the
level of Euler’s equations. Assuming Q|E| << 1, Euler’s equations read,

∂ρa

∂t
= −∇ · (ρa u), a = i, e. (26)

ρ
∂u
∂t

= −ρ u · ∇u −∇p+ Jc × B, (27)

ρ
∂T
∂t

= −
(

u · ∇T +
2 p

3 n kB
∇ · u

)
. (28)

The full expression for Jc in the absence of viscosity is still required at this level! In this
canonical form they are never used in the literature, except by setting Jc = 1/μ0∇× B but
even if this expression is substituted in equation (27) one still needs the complete form for Jc to
obtain B. Needless to say that if viscous effects are present the whole magnetohydrodynamic
scheme becomes much more complicated and even for dilute gases, it appears that it has never
been given its appropriate status. Just to mention one significative result, the stress tensor
in the presence of a magnetic field is considerably modified giving rise to five viscosities,
which are not always negligible when compared with the one that is not affected by the
field, the standard shear viscosity of hydrodynamics. Details of these results are discussed in
the literature Balescu (1988); Braginskii (1965); García–Colín & Dagdug (2009) but they have
been completely ignored. The literature on magnetohydrodynamics and plasma physics is
overwhelming, in the partial list here provided more references can be found.

3. Shock waves

In the previous section some problems associated with magnetohydrodynamics (MHD) have
been pointed out, so the reader may get the impression that for the case when there are no
electromagnetic fields the situation is different, but there are cases in which the situation
is far from being solved. Turbulence, sometimes referred as the last unsolved problem in
classical physics, is an example in which the Navier–Stokes equations are used and their
linearization destroys the problem Holmes et al. (1998). Therefore, turbulence is a genuine
non linear problem but there are others like shock waves for which it is necessary to improve
hydrodynamics beyond the Navier–Stokes description. For shock waves the Euler equations
do not provide a strong solution (differentiable) and mathematicians have used the theory
of weak solutions; these are discontinuous solutions or solutions in the sense of the theory
of distributions developed by L. Schwartz Richtmyer (1978). In the Russian literature they
are known as generalized functions and, as far we know, were introduced in physics by P.
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Dirac (but perhaps the original idea goes back to Fourier). The famous Dirac’s delta is an
example of a “distribution” and it took a while to put it in a proper mathematical context.
In the introduction of a book by von Neumann (1955) the reader can find a critique about
distributions a la Dirac. From our point of view fluids are not ideal and the introduction of
transport coefficients is necessary if one is interested in modeling nature properly. Therefore,
we consider the Navier–Stokes equations as more appropriate than the Euler equations. In
this sense the point of considering weak solutions is not important for us and we visualize this
as a manifestation of the superiority of the physical content of the Navier–Stokes equations
when compared to the Euler equations 1. The reader may argue that at low temperatures
He

4
or He

3
behave as fluids without viscosity (also Bose–Einstein condensates in dilute

gases) so that the Euler equations should be relevant in this case. This is indeed a true
but incomplete statement since according to Tisza and Landau the proper hydrodynamic
description is in terms of two fluids: the normal fluid that has viscosity, and the superfluid
that has no viscosity. Tieza–Landau’s two fluid hydrodynamics is discussed in the next section
on quantum hydrodynamics where the connection between quantum physics and classical
hydrodynamics is also mentioned.
Apart from being a non linear problem, so that the whole set of equations of a theory
are tested and not only its linearizations, shock waves are interesting in other aspects.
For example, in astrophysics shock waves are found in many of the most spectacular
events of nature Piran (2004); Woosley et al. (2002). They are generated in: explosions
and detonations Fickett & Davis (2000); Zel’dovich & Raizer (2002), shock tubes Fomin
(2010); Zel’dovich & Raizer (2002), appear in: traffic flow Helbing (2001), sonoluminescence
Brenner et al. (2002), inertial confinement Goncharov et al. (2006), and when vehicles enter the
atmosphere of the earth or other planets Gnoffo (1999).
Classical hydrodynamics, or hydrodynamics for short in this section, was born as a continuum
theory. The atomistic point of view of hydrodynamics, when available, can provide explicit
expressions for the transport coefficients for an assumed interaction potential between the
atoms (either analytically or numerically), so that one does not have to measure or guess
them. Also, for simple systems like dilute gases the equation of state and caloric equation of
state are known so that disagreement between theory and experiment (or simulations) point
to inadequacies of the theory and not to incorrect transport coefficients or equations of state.
This is the advantage of considering dilute gases where as a bonus the kinetic description
provided by the Boltzmann equation is applicable (which, as far we know, physicists and
mathematicians agree that it provides a sound description). The phenomenological derivation
of the hydrodynamic equations is well documented in textbooks Currie (1974); Landau (1986),
to mention just two among many others; the advantage of such derivation is that it applies to
gases and liquids (fluids in general); its weakness (so to speak) is that the transport coefficients
have to be determined from experiments, theory, or simulations. The most successful
microscopic derivation of the Navier–Stokes equations that we know is that provided by using
the Chapman–Enskog method Chapman & Cowling (1970) to solve the Boltzmann equation

1 It should be pointed out that being in a sense simpler than the Navier–Stokes, the Euler equations have
perhaps a richer (perhaps simpler) mathematical structure and therefore quite a lot can be said from
them, even for the MHD case. The book by V. I. Arnold is just an example Arnold (1998). On the other
hand the one million dollar prize voiced by the Clay Mathematics Institute is for the Navier–Stokes
equations only, but it is important to mention that Fefferman (2000) points out the relevance of Leray’s
existence theorem of weak solutions to the Navier–Stokes equations for tackling the problem of their
existence and smooth solutions.

232 Thermodynamics – Kinetics of Dynamic Systems



Thermohydrodynamics: Where Do We Stand? 7

2. Other books where one can find discussions about the Chapman-Enskog, Hilbert’s method,
and extensions for dilute polyatomic gases are: Cercignani (1988), Ferziger & Kaper (1972),
McCourt et al. (1990), Grad (1958), Résibois & De Leener (1977), Sone (2002), and Struchtrup
(2005), among others. The weakness (so to speak) of the microscopic approach is that its
restriction to the very simple dilute gas leaves outside of its scope wealth of applications. In
this section we will be concerned with some attempts to go beyond standard hydrodynamics
using both the macroscopic and microscopic approaches.
In order to understand the aspects of the shock wave problem we consider the dilute gas
where Boltzmann equation is available. For simplicity let us consider a plane shock wave so
that the hydrodynamic variables are functions only of x, the position along the shock wave
propagation, and time. The conservation equations for mass, momentum, and energy are the
following Chapman & Cowling (1970):

∂

∂t
ρ (x, t) +

∂

∂x
(ρ (x, t) u (x, t)) = 0, (29)

ρ (x, t)
(

∂

∂t
u (x, t) + u (x, t)

∂

∂x
u (x, t)

)
= − ∂

∂x
Pxx (x, t) , (30)

ρ (x, t)
(

∂

∂t
e (x, t) + u (x, t)

∂

∂x
e (x, t)

)
= −Pxx (x, t)

∂

∂x
u (x, t)− ∂

∂x
q (x, t) , (31)

respectively, where the hydrodynamic velocity is given by u(r, t) = u(x, t) î, î is a unit vector
along the direction of propagation, Pxx is the xx component of the pressure tensor, and q the
heat flux. The previous conservation equations can be obtained from the Boltzmann equation
or from the standard phenomenological approach Currie (1974) so that they seem to be well
established. However, Brenner (2005; 2006; 2010) has recently challenged them 3; we will refer
to his theory as the two velocity hydrodynamics. Except for this case all, the other theories
that we will mention here rely on the standard conservations laws. The analysis done by
Greenshields & Reese (2007) on asymmetry factors show that in its present form Brenner’s
approach is not good for explaining the shock wave problem. Another phenomenological
approach is that by Hoover & Hoover (2010b) who propose a two temperature theory with
delays to try to account for new results obtained using the smooth particle method for shock
waves Hoover & Hoover (2010a), further analysis of this theory Uribe et al. (2011) reveal
the existence of singularities but it is necessary to analyze it with more detail. Meanwhile
Hoovers’ ideas have been modified to produce the so–called Burnett–Cattaneo continuum
theory for shock waves Holian et al. (2011).
The shock wave problem consists in solving the conservation equations (29)–(31), either for
the non–stationary or stationary case, given the Rankine–Hugoniot jump conditions that

2 There is no universal agreement on this statement; Truesdell & Müncaster (1980) consider the
Chapman–Enskog method, as given by Chapman & Cowling Chapman & Cowling (1970), as “naive”
(to say the least) and proposed the methods of stretched fields and the Maxwellian iteration to solve
the kinetic problem. The mathematical aspects of the Boltzmann equation and in particular the results
by DiPerna & Lions can be found in the literature Cercignani et al. (1994); Villani (2002).

3 The modification to the conservation equations by Brenner can briefly be explained as follows:
conservation of mass and momentum remain the same but in eq. (31) the heat flux q should be changed
by the diffusive volume flux density (je = um − uv), where um is the velocity that appears in the
conservation equations and uv is the velocity that appears in the constitutive equations. This idea of
two velocities is unusual and the reader is referred to Brenner’s works for more explanations. We
recommend the paper by Greenshields & Reese (2007) for additional explanations of Brenner’s ideas,
they analyzed Brenner’s theory for the shock wave problem.
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are obtained from the steady form of the conservation equations. These two conditions of
pressure, velocity, etc. are identified with equilibrium thermodynamic states and the goal
is to see how the equilibrium points are connected as a function of x, say. As mentioned
before the Euler equations do not provide a connection between the two equilibrium points
but the Navier–Stokes do. Unfortunately the way in which they are connected is not accurate
when compared with experimental information Alsmeyer (1976) or simulations like the
Direct Simulation Monte Carlo Method (DSMC) Bird (1994) or Molecular Dynamics (MD)
Salomons & Mareschal (1992) for dilute gases 4.
In the three conservation equations (29)–(31) we have the five unknowns {ρ, u, e(orT), Pxx, q}
and additional equations are required. There are two main theoretical pathways that can be
classified according to the way in which the additional information is provided:

• “Normal” solutions: the goal is to express the fluxes, Pxx and q, in terms of the conserved
variable {ρ, u, e} and their gradients. Under this category we find the Navier–Stokes
equations, the Burnett equations, super–Burnett equations, and so on Burnett (1935);
Chapman & Cowling (1970); Foch (1973); Foch & Simon (1977); Uribe et al. (2000; 1998).
They can be obtained using the Chapman–Enskog theory to solve the Boltzmann equation
and in the particular case of the Burnett equations they can be obtained also using
the methods by Truesdell and Müncaster Truesdell & Müncaster (1980) (the method of
stretched field and the Maxwellian iteration). Sometimes the form of the collision operator
is changed, the most common model being that by Bhatnagar, Gross, and Krook (BGK)
Bhatnagar et al. (1954), from which one may generate what are called BGK–Burnett
equations an so on.
Due to the problems associated with the Burnett equations a la Chapman–Enskog,
modifications to them have been proposed. They may be classified according to;

Subsets or supersets of the Burnett equations Fiscko & Chapman (1989)
Regularizations Jin & Slemrod (2001); Rosenau (1989); Slemrod (1998)
Generalizations Bobylev (2008; 2011; 2006)
BGK-Burnett Agarwal et al. (2001); Xu & Li (2004)

It is interesting to notice that the Burnett equations have been used recently in the field
of granular material Brey et al. (1998); Jin & Slemrod (2001); Sela & Goldhirsch (1998). A
review of Bunett hydrodynamics is available for the interested reader García–Colín et al.
(2008), also available is the detailed work by Agarwal et al. (2001) where the reader can
find futher descriptions of such equations and their variants.

• Moment methods: Here additional equations (usually of the relaxation type) for {Pxx, q}
are provided. The main idea is to consider an expansion of the distribution function in
terms of a complete set (usually Hermite tensors as done by Grad (1958)) in the velocity
space whose coefficients are the so called moments that are functions of position and time.
Hence one must truncate the expansion (closure) of the distribution function to get a finite
number terms. Having done this one obtains the equations for the moments by using
the Boltzmann equation. The well–known Grad’s 13–moment approximation provides
the "minimal” approximation that contains as moments the viscous pressure tensor and

4 There is an enormous literature on MD in dense gases, liquids, and solids but we refer to just two works
Holian & Lomdahl (1998); Holian et al. (1980). Another powerful computational tool is the Smooth
Particles Method (SPM) Hoover (2006), originally developed for astrophysical problems, which has
been applied for the shock wave problem Hoover & Hoover (2010a).
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the heat flux, so that the equations for the moments provide the additional equations to
close the conservation equations for the shock wave problem. Several closures have been
considered in the literature, for instance:

Grad’s 13–moment approximation Grad (1958).
Regularized 13–moment approximation (R13) Struchtrup (2005).
Eu’s theory Eu (1998).
Müller & Ruggeri (1993).

There are also relations between normal solutions and moments methods, in
particular between the Burnett equations and Grad’s 13–moment equations using the
Maxwell–Truesdell–Green iteration Agarwal et al. (2001) (called Maxwellian iteration by
Truesdell & Müncaster (1980)). One can also perform a Knudsen expansion of Grad’s
13–moment approximation to obtain the Navier–Stokes equations.
In our opinion a main objection to moment methods concerns the problem related to the
aforementioned truncation 5. For certain cases it has been necessary to use hundreds or
thousands of moments Müller & Ruggeri (1993) to get agreement with experimental data,
this approach therefore lacks predictive power in the sense that while agreement with
experiment can be obtained, one is never sure what should be the number of moments
to consider in a situation where there is no experimental information. Nevertheless one
may consider more and more moments till the results do not change anymore (this is done
in computational physics). On the other hand, the goal of having only a few moments to
describe the systems like the Navier–Stokes equations is lost.

In addition to the two general methods mentioned and their variants, there are at least
three other approaches that have been used for shock waves. They are: the Mott–Smith
anzats Mott–Smith (1951), the Holian’s conjecture Holian et al. (1993), and multi–temperature
methods Xu & Josyula (2005). For a critique of the former approach see García–Colín et al.
(2004).
All this discussion raises an important question namely, where do we stand on the description
for shock waves for a dilute monatomic gas? For the Navier–Stokes equations the situation
is well understood since the works by Gilbarg (1951) and Gilbarg & Paolucci (1953). With
respect to the agreement with the experiment it should be pointed out that the comparisons
become more sophisticated. There are several levels of comparisons that can be performed;
shock thickness 6 ((u0 − u1)/|du/dx|max), profiles (u, T, or ρ vs. x), orbits (or their projections)
of the underlying dynamical system, and the asymmetry factor (QF) 7. It became clear
that the Navier–Stokes equations were not good enough to provide a faithful representation
of the information gathered from experiments and simulations. The consideration of the
asymmetry factor provides compelling evidence of this Alsmeyer (1976) and actually in our
opinion this quantity should always be evaluated. That the consideration of the profiles is
not enough can be exemplified with Holian’s conjecture Holian et al. (1993). This conjecture
leads to better profiles but when the orbit is considered it yields the same orbit as the
Navier–Stokes equations. This was noted computationally Uribe et al. (2000) and later on
analytically Uribe (2001), so one is lead to the conclusion that the resulting dynamical system

5 For other critique to moment methods see García–Colín et al. (2004); Velasco et al. (2002).
6 u0 and u1 refer to the equilibrium values of the velocity given by the Rankine–Hugoniot conditions.
7 Here we are interested in the hydrodynamic description and so we prefer not to mention the

comparisons at the level of the distribution function that are available Erwin et al. (1991), another
quantity of interest is the temperature–density separation Greenshields & Reese (2007).
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obtained from the conjecture is just a way to parametrize the Navier–Stokes equations.
Recently, it has been shown that in appropriately reduced variables the orbits resulting
from the Navier–Stokes equations are the same independently of the interaction potential
when one relates the viscosity and thermal conductivity according to the prediction resulting
from the first Sonine expansion when the Chapman–Enskog method is considered Uribe
(2011). With respect to the theories for which an evaluation of the asymmetry exists
we mention the following; Navier–Stokes Alsmeyer (1976); Pham–Van–Diep et al. (1991),
Brenner’s Greenshields & Reese (2007), R13 Struchtrup (2005), Burnett Pham–Van–Diep et al.
(1991); Uribe et al. (2000), and Fiscko & Chapman (1989). The predictions of the last three
(R13, Burnett, and Fiscko & Chapman) are similar with respect to the asymmetry factor
and are consistent with simulations and experimental data. However, except for the one by
Fiscko & Chapman (1989), the other two lack solutions 8 for Mach numbers greater than about
5/2. Brenner’s two velocity hydrodynamics predicts asymmetry factors that are too low for
Mach numbers greater than about 3 and its trend is different from the experimental one. The
Navier–Stokes equations provide values for the asymmetry factors that are too big for Mach
numbers form one up to two.
While we have not been exhaustive with the many approaches in the literature we think
that the reader can get an idea of the complexity of the field of extending the Navier–Stokes
equations. In our opinion the large number of approaches available is just a manifestation that
there is no theory in the field with which researchers agree. This has lead to fragmentation
and no synthesis seems possible in the near future. It would be very convenient to have
asymmetry factors for all the other theories mentioned since then we could have a way of
discriminating among the vast number available. In our opinion the procedure of adding or
eliminating terms from hydrodynamic theories to eliminate problems of a theory or to get
agreement with the experimental data should not be encouraged since predictive power most
likely will be lost Fiscko & Chapman (1989).

4. Quantum hydrodynamics

In 1927 the German physicist E. Madelung (1927) published a paper entitled Quantum
Theory in hydrodynamical form. There he showed how Schrödinger’s equation for electron
systems could be cast into the form of the mass and momentum conservation equations
for the system. After some pertinent comments on their properties he discussed possible
applications without attempting any further efforts to derive transport equations. Curiously
enough, in 1941 in his landmark paper on the theory of superfluidity Landau (1941), Landau
devoted the first section of his paper to derive from quantum mechanical arguments Euler’s
equation describing the motion of inviscid but otherwise arbitrary fluid. These equations were
written in operational form and he never referred to Madelung’s work. More surprisingly, he
never went beyond this stage but used general features of what he considered some basic
aspects of quantum hydrodynamics to obtain the qualitative form of the energy spectrum of
a quantum liquid, applying the results to He

4
and from the well known form London (1964);

Wilks (1966); Yarnell et al. (1959) of such spectrum computed the temperature dependance of
thermodynamic functions for this system. And further, without invoking any other quantum
mechanical aspects of liquid helium he set forth, using only the form of such spectrum, his
well known two–fluid theory of superfluid helium He

4
. The equations of the macroscopic

hydrodynamic of this fluid are all expressed in classical language, so the question arises about

8 It is not known if solutions for Mach numbers greater than about 5/2 exist.
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how, being a quantum fluid, there is no obvious presence of Planck’s constant h̄. This is
not so and the corresponding situation has been clearly and exhaustively discussed in the
literature Khalatnikov (1965); London (1964); Putterman (1974). Just to emphasize the point,
the equation of state for the superfluid density ρS as a function of T, the temperature, p the
pressure and (vn − vs)2 the square of the difference between the velocities of the normal
fluid vn and the superfluid vs, contain h̄. However, this is not a hydrodynamic affair. In
fact, the quantum macroscopic aspects of the theory appeared explicitly when Onsager (1948)
and Feynman (1955) independently proposed that in order to account for vorticity in the
superfluid, the circulation in it should be quantized, namely,

∮
vs · dl = n

h
m

, (32)

where n is an integer. Besides the many important results obtained from this proposal
Khalatnikov (1965); Putterman (1974), the two fluid theory plus the quantization of vorticity
may be regarded as a quantum hydrodynamical theory. Nevertheless, this is not entirely
satisfactory. He

4
is a many body boson system interacting among themselves with well

known potentials and therefore one could ask the question as to how can one derive the two
fluids hydrodynamic equations starting from the basic principles of quantum mechanics. The
answer is, up to date, a completely open one. Not even the existence of a pure quantum
Boltzmann equation from which we could extract, in analogy to the classical case, the
hydrodynamics of a dilute Bose gas is available. Efforts have been made in this direction
but they are still incomplete. Some progress was made by K. Huang (1964) for a hard sphere
Bose gas but, once more, heuristic assumptions could not be avoided.
Another route followed by some authors was based on the well known Wigner’s distribution
functions. Proposed in 1932, this author Wigner (1932) defined quantum mechanical
distributions in phase space, an apparent contradiction with the uncertainty principle, but
more as a tool to perform practical calculations than to solve the deep nature of quantum
statistical mechanics. Indeed, in spite of exhibiting the possibility of generating negative
values they gave rise to a scheme which in principle allowed the calculation of ensemble
averages properly defined of microscopic quantities which in turn provided their macroscopic
counterparts Irving & Zwanzig (1951); Mori et al. (1962). However, very few applications
of practical utility were ever done although, curiously enough, for non–equilibrium dilute
systems a Boltzmann like equation could be derived Mori et al. (1962) from which Euler’s
equations for a non–viscous fluid followed at once Irving & Kirkwood (1950). Applications to
the well known correlation functions method for linear dissipative systems were also made
Mori et al. (1962) but once more, the ensuing calculations never went beyond low density
gases.
The reader may immediately wonder about the status of this problem in the case of Bose
condensates. This system, which has been rather fashionable and subject to a great deal of
attention for the past two decades, poses even more complicated features. The atoms in
which it has been studied are mostly composed of alkali atoms so their potential energy is
far more sophisticated than in He

4
so it is very doubtful if any systematic studies have been

carried on their hydrodynamic properties. A similar comment follows for cold Fermi gases.
Indeed, what one should expect is that from the N-body Schrödinger equation, using the
appropriate symmetry requirements for the corresponding wave functions for fermions and
bosons would lead to the conservation equation for particle, momentum and energy densities.
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These equations supplied with constitutive equations, either drawn from the experiment or
derived from kinetic type equations, would finally yield the transport equations together with
meaningful expressions for the transport coefficients. Although an attempt has been made in
the past using the quantum analogy of the classical BBGKY hierarchy for reduced density
matrices progess was strongly hindered, as in the classical case, due to difficulties related to
truncation criteria and explicit solutions for the equations containing the remaining density
matrices. A long and rather suggestive approach following these ideas was discussed almost
thirty years ago Kadanoff & Baym (1962); Putterman (1974). The interested reader should
take a look of this work. In the absence of a program of this sort what we could consider the
quantum mechanical approaches to the study of transport properyies of bosons and fermions
are of a wide variety. A very thorough and exhaustive review of these methods has been
published recently Schäfer & Teaney (2009) and the interested reader is strongly encouraged
to look at it. Briefly speaking the starting point is the concept of a “good fluid” namely, a fluid
characterized by a small shear viscosity. To characterize these type of fluids one takes the
expression for the shear viscosity for a simple gas as derived from elementary kinetic theory
Kauzmann (1966); Reif (1966)

η =
1
3
n p l, (33)

where n is the density, p the average momentum of the particles and l the mean free path. In
the strong coupling limit, l is very small so that the uncertainty relation implies that

p l ∼ h̄, (34)

so from eqs. (33) and (34) we infer that η ∼ n h̄/3. Now, we know that for many fluids, bosons
and fermions in the non relativistic limit, s/n ∼ kB where s is the entropy density so, for good
fluids we may estimate that

η

s
∼ h̄

kB
, (35)

where kB is Boltzmann’s constant. This result has even lead to the conjecture that, using results
obtained from string theory Kovtun (2005)

η

s
≥ h̄

4 π kB
, (36)

¡for all fluids! When the equality holds as it appears to be the case in the quark–gluon plasma
obtained in relativistic heavy ion collisions (RHIC) Aad et al. (2010); Aamodt (2010) the fluid
is defined as a “perfect” one. Wether eq.(36) is completely correct or not is yet an unsolved
problem but most of the advances that have been reported in the literature Schäfer & Teaney
(2009) are strongly bound to this question.
Just as an illustration of the ideas which are in close and deep scrutiny today, eq. (36) has been
both examined experimentally and theoretically in a unitary Fermi Gas Cao et al. (2011). This
gas is one in which by the use of a magnetic field the range of the interacting potential is not
to be small when compared with the inter-particle spacing. Under these circumstances the
properties of the gas turn out to be universal functions of the density n and the temperature
T. For the equilibrium properties the details have been recently revised Horikoshi (2010); Luo
(2009). For the non-equilibrium properties the studies mentioned above Schäfer & Teaney
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(2009) also hint at the existence of a universal hydrodynamics which appears to be consistent
with eq. (36). If the findings turn out to be also applicable to both cold Bose and Fermi liquids
we shall be contemplating a formidable breakthrough in quantum hydrodynamics.
Nevertheless there are still other efforts that have been advanced in connection with the
problem of quantum hydrodynamics. These are based on the pioneer work on the subject by
Landau who in 1953 Landau (1953) developed a description for the evolution of dense matter
at high temperatures and pressure. This description was later improved by Hwa (1974) and
Bjorken (1983) and very recently, re-examined thoroughly by C. Y. Wong (2008) specifically
focused to account for the experimental data that is available from RHIC. The recent results
obtained by this author are also quite interesting specially because the method itself is quite
independent of the methods described in the previous paragraphs and quite free from the
more complicated techniques of quantum field theory.
To finish this section we must briefly mention an attempt to analyze the transport problems
of dense nuclear matter at very high temperatures under conditions that not only quantum
mechanical equations are required, but also their relativistic versions. The ensuing formalism
may be loosely regarded as the relativistic generalization of Madelung’s early attempt as
described at the beginning of this section. The method itself, which has a long history Wong
(2010), curiosly enough, started from the Klein-Gordon equation in spite of the fact that, as

well known, has a probability density ρ = 2 Im
(

Ψ� ∂Ψ
∂t

)
which is not necessarily a positive

quantity. Nevertheless, Feshbach & Villars (1958) were able to overcome this inconvenience
by noting that the Klein-Gordon equation constrains both, particle and antiparticle degrees
of freedom. That motivated Wong to write such equation in hydrodynamic form first for a
single particle and then for N-body systems with strong interactions Wong (2010). Although
one can indeed obtain rather complicated equations in which there are terms which may be
identified, for instance, with a quantum stress tensor the whole scheme is still too formal
to allow explicit calculations that may be related with transport properties, even less with
transport coefficients. The reader interested in more details about this formalism should go to
the original sources, it is beyond this review to provide the details which, one must say, are
rather elaborated.
Summing up, this brief review clearly reveals that a quantum hydrodynamical theory is
far from being developed. Even at the level of dilute systems the quantum analogue of
Boltzman’s equation is not available. The study of transport phenomena in quantum systems
has thus followed a variety of routes which, in spite of their success, still offer no hint as to
how to solve the general problem.

5. Fluctuation theorems and stochastic thermodynamics

It is well known that equilibrium statistical mechanics is a well established theory because it
can explain the properties of a broad variety of systems in equilibrium. Close to equilibrium
the linear response formalism is very successful in the form of the fluctuation–dissipation
theorem and Onsager’s reciprocity relations. However, no such universal framework exists to
study systems driven far away from equilibrium. Over the past two decades, there has been
considerable interest in the study of nonequilibrium statistical mechanics of small systems in
which thermal fluctuations play a very important role, and has led to the discovery of several
rigorous theorems called fluctuation theorems (FTs) and related results for systems away from
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equilibrium 9. The fluctuation theorem (FT) deals with the relative probability that a quantity
so-called “entropy” of a system which is currently away from thermodynamic equilibrium
will increase or decrease over a finite time interval. The second law of thermodynamics states
that the Clausius entropy of a macroscopic isolated system always increases until reaches
equilibrium. The entropy and the entropy production as well, are quantities associated to
macroscopic systems and they have a clear physical meaning as properties of ensembles. With
the discovery of statistical mechanics it was shown that the entropy increase principle is only
statistical one, (it is valid as an average over the ensemble) suggesting that there always exists
some nonzero probability that the entropy of a isolated system might spontaneously decrease.
The fluctuation theorem precisely quantifies this probability. So, when the thermodynamic
concepts are applied to small systems and in short time intervals, it becomes clear that there
exists a probability to find situations which do not match the ensemble averages. The FT
was first proposed and tested using computer simulations, by Evans et.al Evans et al. (1993)
in 1993. The first mathematical proof was given by Evans and Searles Evans & Searles
(1994) in 1994. Roughly speaking, the FT is related to the probability distribution of the
time-average irreversible “entropy like production”, denoted as Σt. The theorem states that,
in systems away from equilibrium over a finite time t, the ratio between the probability
that Σt takes a value A and the probability that it takes the value −A, will be exponential
in At. In other words, for a finite non-equilibrium system in a finite time, the FT gives
a precise mathematical expression for the probability that such a quantity will flow in an
opposite direction. Its mathematical expression reads P(Σt = A)/P(Σt = −A) = eAt.
Because to Σt is an extensive quantity, it can be seen from the expression that, as the time
or system size increses, the probability of observing the value −A in opposite direction
decreases exponentially, consistently which one could expect with the increase in entropy
principle. Notice that the FT does not state that the second law of thermodynamics is
wrong or invalid. Thus the FT when applied to macroscopic systems, is equivalent to the
increase in entropy principle. Actually, the FTs involve a wide class of systems as well as
several equilibrium and nonequilibrium quantities, including Helmholtz free energy Crooks
(2000; 1999); Jarzynski (1997a;b; 2007); Jayannavar & Sahoo (2007); Jiménez-Aquino et al.
(2008), work Jayannavar & Sahoo (2007); Jiménez-Aquino et al. (2008); Roy & Kumar (2008);
van Zon & Cohen (2003), heat van Zon & Cohen (2004), and entropy production Crooks
(2000; 1999); Jiménez-Aquino (2010); Saha et al. (2009); Seifert (2005; 2008). They can be
applied to steady state situations Gallavotti & Cohen (2005); Jiménez-Aquino et al. (2010);
van Zon & Cohen (2003) and the transient theorems allow to go a step further Crooks (1999);
Evans et al. (1993); Jiménez-Aquino et al. (2010); Jiménez-Aquino (2010); Saha et al. (2009);
Seifert (2005); van Zon & Cohen (2003). The FTs have been corroborated by both computer
simulations Evans et al. (1993); Lechner et al. (2006); Searles & Evans (2000); Wang et al. (2002)

9 A short list of relevant works is the following; Evans et al. (1993), Evans & Searles (1994),
Evans & Searles (2002), Jarzynski (1997a), Jarzynski (1997b), Jarzynski (2007), Liphardt et al. (2002),
Esposito & Van den Broek (2010), Shargel (2010), Sevick et al. (2008), Crooks (1999), Crooks (2000),
Collin et.al. (2005), Garnier & Ciliberto (2005), van Zon & Cohen (2003), van Zon & Cohen (2004),
Seifert (2005), Seifert (2008), Saha et al. (2009), Gallavotti & Cohen (2005), Searles & Evans (2000),
Lechner et al. (2006), Wang et al. (2002), Carberry et al. (2004), Trepagnier et al. (2004), Blickle et al.
(2006), Tietz et al. (2006), Esposito et al. (2010), Saito & Dhar (2007), Campisi et al. (2009), Ritort
(2009), Velasco et al. (2011), Jayannavar & Sahoo (2007), Saha & Jayannavar (2008), Roy & Kumar
(2008), Jiménez-Aquino et al. (2008), Jiménez-Aquino et al. (2009), Jiménez-Aquino et al. (2010),
Jiménez-Aquino (2010), Bustamante et al. (2005), Zuckerman & Wolf (2002), Procacci et al. (2006),
Sekimoto (1998), Carrete et al. (2008).
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and experiments Blickle et al. (2006); Carberry et al. (2004); Tietz et al. (2006); Trepagnier et al.
(2004); Wang et al. (2002). The FTs are not only active areas of research in classical
physics but recently also in quantum mechanics Campisi et al. (2009); Esposito et al. (2010);
Saito & Dhar (2007). The first laboratory experiment performed to demonstrate the transient
work-fluctuation theorem (TFT) was reported by Wang et al. Wang et al. (2002) in 2002, for
a small system over short times. In this experiment the trajectory of a colloidal particle is
followed when it is captured in an optical trap that is translated relative to surrounding water
molecules (the bath at temperature T).
After the works of Evans, Searles, and colleagues, another important result for
non-equilibrium properties, called the Jarzynski equality (JE) Jarzynski (1997a;b; 2007)
appeared in 1997 . This equality relates averages of non-equilibrium work distribution with
the equilibrium free energy differences between equilibrium states. In other words, a system
in thermodynamic equilibrium with a thermal bath at temperature T can be driven out of
equilibrium by time-dependent external forces. For slow enough driven forces, the process is
quasistatic or reversible, then the system evolves through a succession of equilibrium states
and the total amount of work Wrev done by the external forces is equal to the equilibrium
free-energy difference ΔG between the initial and final state. For nonequilibrium situations
(irreversible processes), the second law of thermodynamics tell us that the total work W
is larger than the reversible work: the difference between the actual work and reversible
work is equal to the net heat (noncompensated Clausius’ heat) produced by dissipative
forces and transferred from the system to the heat bath. Jarzynski found for arbitrary
irreversible processes the relation 〈exp(−W/kBT)〉 = exp(−ΔG/kBT), where 〈...〉 denotes
the average over an infinite number of trajectories or realizations of the irreversible process,
kB is the Botzmann constant. The reversible process is then a particular case of this realation
where W = ΔG. The first experimental test of the JE was performed by Bustamante and
collegues Liphardt et al. (2002) at UC Berkeley in 2002. They measured the work exerted
on small RNA molecules using optical tweezers. In 1999, G. Crooks Crooks (1999) also
at UC Berkeley, was able to go further by generalizing the JE. The Crooks relation states
that the for a given protocol, the ratio between the distribution of work P(W) measured
along a forward trajectory (or probabilty distribution along a forward process) and its time
reverse counterpart P(−W) is given by P(W)/P(−W) = exp[(W − ΔG)/kBT]. In 2005,
this flutuation relation was experimentally tested by C. Collin el al. Collin et.al. (2005),
using RNA molecules. Coming back to the experimental demonstration by Wang et al.
Wang et al. (2002), they succeeded to test the TFT for a colloidal particle trapped into an
optical trap which interacts with an experimental vessel, and the expression for the TFT
reads P(W)/P(−W) = eW , where W stands for the dimensionless work delivered to the
vessel, P(W) is the probability of the work delivered to the vessel (or the probabilty of the
work measured along a forward trajectory), and P(-W) is the probability that the vessel does
work on the trap (or the probabilty of the work measured along a backward trajectory).
After Wang’s et al., Liphardt et al. and Collin et al. experimental confirmations, others were
continued with colloidal particles trapped by an optical device, for instance Blickle et al.
(2006); Carberry et al. (2004); Trepagnier et al. (2004), mechanical and electrical oscillators
Garnier & Ciliberto (2005), etc. For all of those statements given above, it becomes clear that
the FTs are very important in the description of non-equlibrium systems within short times,
and suggest that the miniaturization of machines may have inherent limitations. This means
that microscopic (nanosized) machines will work not in the same way as their macroscopic
counter parts. As the machines become smaller, the probability that they run in reverse
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becomes greater. In general, whatever is the non-equilibrium quantity, work, heat, entropy
production, etc., the FTs relate probability distribution functions along forward and backward
trajectories for a small system. The specific form of the various theorems depend on which
thermodynamic parameter (temperature, volume, etc.) are held constant, wheter the system
is prepared in an equilibrium state, and other factors.
The FTs have also been verified for heat van Zon & Cohen (2004) and entropy like production
Saha et al. (2009); Seifert (2005; 2008). In the particular case of the entropy production, it has
been necessary to define an entropy–like function along a stochastic trajectory. This and other
thermodynamic concepts like the first-law-like energy balance involving applied or extracted
work, exchanged heat, and changes in internal energy, were consistently defined along a
single stochastic trajectory in the context of stochastic thermodynamics by Seifert Seifert (2005;
2008). Stochastic thermodynamics has been developed for mesoscopic systems like colloidal
particles or single (bio) molecules driven out of equilibrium by time-dependent forces but
still in contact with a heat bath of well-defined temperature. Stochastic thermodynamics
thus attempts to extrapolate thermodynamic concepts to single particle trajectories. But one
can immediately ask, how this extrapolation can be done? First of all, it is well known
from the equilibrium statistical mechanics that the thermodynamics quantities such as the
internal energy, entropy, etc., are related to ensemble properties and the average over the
ensemble for each one becomes its thermodynamic counterpart. A similar situation has been
adopted in stochastic thermodynamics by Seifert Seifert (2005; 2008), in which that concept of
ensemble is extrapolated as an ensemble of a particle’s stochastic trajectories. In this sense,
the average over the esemble trajectories will be its corresponding thermodynamic quantity.
The subject was explicitly studied by Seifert for an over-damped Brownian particle in the
one-dimensional case. In his work, he defined a first law-like balance between the applied
work, the change in internal energy, and the dissipative heat along a stochastic trajectory.
Seifert was able to show that the total “entropy like production” (TEP), denoted as Δstot,
along a single stochastic trajectory satisfies the integral fluctuation theorem (IFT) which is
expressed as 〈e−Δstot〉 = 1, for any initial condition when the particle is arbitrarily driven by
time-dependent external forces over a finite time interval (the transient case). He also showed,
in the nonequilibrium steady state over a finite time interval that, a stronger fluctuation theorem,
called the detailed fluctuation theorem (DFT) holds, that is, P(Δstot)/P(−Δstot) = eΔstot ;
where P(Δstot) is the probability of the entropy–like function given along a forward trajectory
and P(−Δstot) is that given along a backward trajectory. In this context, using the concepts
of stochastic thermodynamics and the definition of the entropy–like function along a single
stochastic trajectory, Saha et al. Saha et al. (2009) proved that, even in the transient case the
DFT for a Brownian particle in a harmonic trap also holds for two exactly solvable models.
Finally, we would like to comment that over the last three years, the FTs and the JE have
also been explored and verified for a charged Brownian particle in a electromagnetic field
Jayannavar & Sahoo (2007); Jiménez-Aquino et al. (2008; 2009; 2010); Jiménez-Aquino (2010);
Saha & Jayannavar (2008); Roy & Kumar (2008). In this section we briefly study two transient
fluctuation theorems, the work and total entropy–like production, for a Brownian harmonic
oscillator in the high friction limiting case, taking also into account the presence of an
electromagnetic field.
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5.1 Transient work-fluctuation theorem
5.1.1 Harmonic oscillator’s Langevin equation
Let us consider a charged Brownian particle with mass m in a harmonic trap with a
time-dependent position vector r∗(t) of its center, that is V(r, t) = (k/2)|r − r∗)|2, with k
as a constant. It will be considered that for t = 0, the potential minimum is located at the
origin, r∗0 = 0, whereas for t > 0, it moves with arbitrary velocity v∗(t). For this Brownian
harmonic oscillator, the corresponding Langevin equation in the over-damped approximation
reads

dr
dt

= −γ r + γ r∗ + α−1ξ(t) , (37)

where γ = k/α, α is the friction coefficient, and ξ(t) represents the fluctuating force produced
by the surrounding medium (the bath) at temperature T, which satisfies the properties of
Gaussian white noise with zero mean value 〈ξ i(t)〉=0 and a correlation function given by
〈ξi(t)ξ j(t′)〉 = 2λ δij δ(t − t′), with i, j = x, y, z. The parameter λ is the noise intensity and
acoording to the fluctuation-dissipation theorem it is related to the friction constant by λ =
α kBT, kB being Boltzmann’s constant.
In this work, we adopt the definition of the dimensionless total work done on a system during
a finite time interval τ as given in reference van Zon & Cohen (2003). In this case

Wτ =
1

kBT

∫ τ

0
v∗ · F(r, r∗) dt = −βk

∫ τ

0
v∗ · (r − r∗) dt , (38)

where β = kBT. This definition has been shown to be consistent with the definition
of Jarzynski’s work in Ref. Jayannavar & Sahoo (2007); Jiménez-Aquino et al. (2008). To
calculate the statistical properties of this total work, we proced further by introducing the
change of variable R = r − 〈r〉, where R and 〈r〉 satisfy the following differential equations
van Zon & Cohen (2003)

dR
dt

= −γ R + α−1 ξ(t)
d〈r〉
dt

= −γ 〈r〉+ γ r∗ , (39)

〈r〉 being the deterministic solution of Ec. (37). In terms of the R variable the total work reads

Wτ = −βk
∫ τ

0
[v∗ · R + v∗ · (〈r〉 − r∗)] dt . (40)

This equation shows that the total work done on the system is a linear function of the
stochastic variable R. Accordingly, the statistical properties of this work then correspond to a
Gaussian process and therefore its probability distribution can be written as follows

P(Wτ) =
1√

2πVT (τ)
exp

(
− [Wτ − MT (τ)]

2

2VT (τ)

)
, (41)

where we have defined MT (τ) ≡ 〈Wτ〉 as the mean value of the work and VT (τ) ≡
〈W2

τ 〉 − 〈Wτ〉2 as its variance. The probability distribution written in Eq. (41) contains the
time evolution of the total work from the initial time up to time τ. This fact means that we are
studying the distribution corresponding to the transient situation. We will use the subscript T
for all quantities in the transient case. Taking into account that 〈R〉 = 0, the work mean value
now reads

MT (τ) = −βk
∫ τ

0
v∗ · (〈r〉 − r∗) dt . (42)
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Following the algebraic steps given by van Zon and Cohen van Zon & Cohen (2003), it can be
shown that the work mean valeu and its corresponding variance are given respectively by

MT(τ) = βk
∫ τ

0
dt′

∫ t′

0
e−γ(t′−t′′)v∗(t′) · v∗(t′′) dt′′ . (43)

VT (τ) = 2βk
∫ τ

0
dt′

∫ t′

0
e−γ(t′−t′′)v∗(t′) · v∗(t′′) dt′′ , (44)

and therefore VT (τ) = 2 MT (τ). Making use of Eq. (41) we get the final result

P(Wτ)

P(−Wτ)
= eWτ . (45)

This was precisely the result corroborated experimentally by Wang et al. Wang et al. (2002),
before the work of van Zon and Cohen van Zon & Cohen (2003).

5.1.2 Harmonic oscillator’s Langevin equation in an electromagnetic field
Recently, the study of van Zon and Cohen, has been extended for an electrically charged
Brownian particle in an electromagnetic field Jiménez-Aquino (2010). It is not our purpose in
this section to write alegebraic details to obtain the results. We suggest the reader interested
in the explicit calculations to read Ref. Jiménez-Aquino (2010). When the above Brownian
particle is charged and under the action of constant magnetic field orthogonal to the electric
field which lies on the x-y plane, the Langevin equation can be split into two independent
processes, one is given on the x-y plane perpendicular to the magnetic field and the other one
along the z-axis parallel to the magnetic field. Along the z-axis, the Langevin equation is the
same z-component of the Langevin equation studied in Ref. van Zon & Cohen (2003). We can
define all the vectors lying on the plane as x = (x, y) the position vector, u = (vx , vy) the
velocity vector, η(t) = (ξx, ξy) the fluctuating force, and E(t) = (Ex, Ey) the electric field.
The two-dimensional harmonic potential and its corresponding harmonic force are defined
as U (x, t) = (k/2)|x − x∗|2 and F (x, x∗) = −k(x − x∗). In this case, the electric field can
be interpreted as the responsible to drag the center of the harmonic trap, hence the position
vector of the center in the harmonic trap can be written as x∗ = (q/k)E(t). Again for t = 0,
x∗0 = 0, whereas for t > 0, u∗(t) ≡ ẋ∗(t) = (q/k)Ė(t) so that. the responsible for dragging of
the minimum potential is the electric field rate of change. So, the planar Langevin equation in
the over-damped approximation can be written as

dx
dt

= −Λx + Λx∗ + k−1Λη(t) , (46)

Λ is a matrix given by

Λ =

(
γ̃ Ω̃

−Ω̃ γ̃

)
, (47)

with γ̃ = k/α(1 + C2), Ω̃ = kC/α(1+ C2), and C = qB/cα is a dimensionless factor. Now, the
total dimensionless work will be in this case

Wτ = −βk
∫ τ

0
u∗ · (x − x∗) dt , (48)
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To calculale the statistical properties of this stochastic Gaussian work we again introduce the
change of variable X = x − 〈x〉. Following the steps given in Ref. Jiménez-Aquino (2010), it is
also possible to show that the work mean value and its variance are then

MT (τ) = βk
∫ τ

0
dt′

∫ t′

0
e−γ̃(t′−t′′)V∗(t′) · V∗(t′′) dt′′ , (49)

VT (τ) = 2βk
∫ τ

0
dt′

∫ t′

0
e−γ̃(t′−t′′)V∗(t′) · V∗(t′′) dt′′ , (50)

where V∗(t) ≡ R(t)u∗(t) and R(t) is a rotation matrix given by

R(t) =
(

cos Ω̃ t sin Ω̃ t
− sin Ω̃ t cos Ω̃ t

)
, (51)

and thus VT (τ) = 2 MT (τ). From Eq. (41) we can conclude that the same TFT given by Eq.
(45) holds. Therefore, when a system (a charged Brownian particle in a harmonic trap) in the
presence of a uniform magnetic field is driven out of equilibrium by an time-varying electric
field, the transient work-fluctuation theorem (TFT) also holds.

5.2 Entropy production fluctuation theorem
Using the concepts of stochastic thermodynamics established by Seifert Seifert (2005; 2008),
Saha and collegues Saha et al. (2009) showed in 2009 that even in the transient case the DFT
for a Brownian particle in a harmonic trap also holds for two exactly solvable models. These
models were studied in the over-damped approximation of the Langevin Dynamics in the
one variable case. Last year, Saha’s et al. work could be extended to the case of a charged
harmonic oscillator in an electromagnetic field by Jiménez-Aquino Jiménez-Aquino (2010).
In this paper, also two physical situations for arbitrary time-dependent electric field driven
over a finite time interval were also studied, namely: (i) the charged Brownian particle in a
two-dimensional harmonic trap subjected to the action of an arbitrary time-dependent electric
field and, (ii) the minimum of the harmonic trap arbitrarily dragged by the electric field.
We brefly introduce a short comment of stochastic thermodynamics before establishing the
entropy-production fluctuation theorem. According to stochastic thermodynamics Seifert
(2005; 2008); Sekimoto (1998), the first-law-like balance between the applied work W, the
change in internal energy ΔU, and the dissipated heat Q to the bath, can be calculated along
a trajectory x(t) over a finite time interval t. This first-law-like reads as Q = W − ΔU, where
the work (not dimensionless work) can be calculated from the relation Jarzynski (1997a);
Jayannavar & Sahoo (2007); Saha et al. (2009)

W =
∫ t

0

∂U(x, t′)
∂t′

dt′ , (52)

where x is the n-dimensional position vector. On the other hand, the change in the medium’s
entropy Δsm over the time interval is Δsm = Q/T and the nonequilibrium Gibbs entropy-like
S of the system in the present problem is defined as Seifert (2005)

S(t) = −
∫

f (x, t) ln f (x, t) dx = 〈s(t)〉 . (53)

This definition suggests the definition of a trajectory–dependent entropy–like function for the
particle as s(t) = − ln f [x(t), t], where the probability density f (x, t) is obtained through the
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solution of the associated Fokker-Planck equation and, it is evaluated along the stochastic
trajectory. For a given trajectory x(t), this entropy–like s(t) depends on the given initial
data f (x0) ≡ f (x0, 0), where f (x0) is the probability density of the particle at initial time
t = 0, and thus contains information about the whole ensemble. The change in the system’s
entropy for any trajectory of duration t is Δs = − ln[ f (x, t)/ f (x0)]. Now, the change in the
total entropy–like production along a trajectory over a finite time interval t is shown to be
Seifert (2005; 2008) Δstot = Δsm + Δs. Using this definition, Seifert derived the integrated
fluctuation theorem, 〈e−Δstot〉 = 1, where the angular brackets denote average over the
statistical ensemble of realizations, or over the ensemble of finite time trajectories Seifert (2005;
2008). Also he showed that in the nonequilibrium steady state over a finite time interval, the
DFT holds. The latter is stated as

P(Δstot)
P(−Δstot)

= eΔstot . (54)

This theorem has also been proved, even in the transient case, for a Brownian particle in a
harmonic trap only if the system is initially prepared in equilibrium Saha et al. (2009). This
was also the case for a charged harmonic oscillator in an electromagnetic field as studied by
Jiménez-Aquino (2010). In both papaers Jiménez-Aquino (2010); Saha et al. (2009), the proof
of the DFT has been given for two general physical situations, when the system is initially
distributed with a canonical distribution at equilibrium with the thermal bath. The relation
σ2
s = 2〈Δstot〉 is shown to be valid, being the main requirement for the validity of the DFT.

However, as it has beeen pointed out by Saha et al. Saha et al. (2009), when the probability
density P(Δstot) is not Gaussian the DFT for the total entropy–like producton does not hold.
To this respect, it is important to take into account the recent commets of Shargel Shargel (2010)
about Saha’s contribution, namely: as proved by Saha et al., the transient fluctuation theorem
(TFT), given by Eq. (54) for a Brownian particle in a harmonic potential and driven by an
arbitrary time-dependent force, is only valid if the particle is initially in thermal equilibrium.
However, this is a surprising result because according to Shargel, Eq. (54) fails to distinguish
between both the forward and backward path measures and the forward and backward
entropy–like production, each of which are different due to the time-dependent driving.
Certainly, in those works Jiménez-Aquino (2010); Saha et al. (2009), the TFT holds in a very
particular case that strongly depends of the form on which the initial distribution has been
constructed. The latter is constructed on the basis of a harmonic potential, but any other
potential or initial distribution the TFT breaks down.
Respect to the stochastic thermodynamics concepts briefly outlined above, we must mention
a critical analysis given very recently in Velasco et al. (2011): as addressed by the authors,
the usual concepts of thermodynamics when extrapolated to the study of thermodynamic
of small systems labelled under the strange name of “stochastic thermodynamics”, some
care should be taken into account when concepts of entropy and related quantities out
of equilibrium are used in such a description. The authors further suggest to review the
books on the thermodynamics of small systems formulated over fifty years ago by T. L. Hill
Hill (1963; 1964; 1968). Hill’s theory is formulated upon a precise and conventional theory
of themodynamics of small systems, and based on the fundamental ideas of statistical
mechanics. To describe non-equilibrium systems consistent with thermodynamics, the theory
relies upon local equilibrium states, so that the calculation of the entropy production in
irreversible processes must be the same as those available for thermodynamic systems. In this
context, it seems to be the case that the connection of Hill’s theory with systems described by
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averaging procedure, like Jarzynski equality, has been given first by J. Carrete and collegues
Carrete et al. (2008) in 2008. This pioneer work opens other possibilities to explore the FTs
described by the so-called “stochastic thermodynamics” theory.
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1. Introduction  

Although the structural and energetic forces involved in DNA condensation have been 
studied for years, this area has experienced a resurgence of interest in recent years with 
respect to developing gene therapy protocols to combat a variety of human diseases. Despite 
an intense effort to study the mechanism(s) of DNA condensation  using a variety of 
techniques such as microscopic, light scattering, fluorescence, and calorimetric techniques 
the precise details of the energetics of DNA nanoparticle formation and how these 
complexes assemble is not well understood at present.  Isothermal titration calorimetry 
(ITC) has become an important technique for studying the binding energetics of biological 
processes, including protein-protein binding, protein-carbohydrate binding, protein-lipid 
binding, antigen-antibody binding, DNA-protein binding, and the DNA-lipid binding that 
is at the heart of non-viral transfection vectors. Given the large informational content of 
thermodynamic data (such as binding constants, stoichiometry, enthalpies of interaction, 
etc.) it is not surprising that ITC is being used for the elucidation of the binding mechanism 
of DNA with surfactants or lipids used in non-viral gene delivery vectors.  This is described 
in more detail in this Chapter. 

1.1 Principle and experimental set up 
One of the fundamental challenges in biophysical chemistry, as well as in all 
physicochemical events implying a solvent, is to attribute the contribution of different non-
covalent interactions (electrostatic in the most general sense, solvation and hydrophocic 
interactions, hydrogen bonding, Van der Waals interactions) to the free energy change of a 
given molecule upon its interaction with a binding partner. Another challenge is to 
investigate how conformational changes in the three dimensional structure of a protein, 
DNA or RNA can modify the interaction between itself and its binding partner. Finally, the 
most important challenge is to relate structure (the high resolution X-ray or NMR structure 
of more and more proteins and nucleotides are available) to the “binding affinity” of these 
molecules with their binding partners. This means that the “binding affinities” have to be 
accurately measured for as many as possible systems to get a clear picture of structure-
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activity relationships, which is particularly important for the design of new drugs or the 
design of gene vectors for gene therapy. Unlike any other method used to determine 
thermodynamic parameters associated with bimolecular interactions, calorimetery uses the 
direct measurement of the heat of interaction (or molar enthalpy ΔH) to probe the extent of 
binding between the molecules. When substances bind, heat is either generated or absorbed. 
 

 
Fig. 1. Schematic diagram of an ITC instrument.  

Isothermal microcalorimtery is a thermodynamic technique that directly measures the 
heat released or absorbed during a biomolecular binding event.  Measurement of this heat 
allows accurate determination of binding constants, reaction stoichiometry (n), enthalpy 
(ΔH) and entropy (ΔS), thereby providing a complete thermodynamic profile of the 
molecular interaction in a single experiment. The first modern isothermal 
microcalorimeter was designed by Calvet (Calvet and Prat, 1963). An ITC instrument 
consists of two identical cells composed of a highly efficient thermal conducting material 
(e.g. gold) surrounded by an adiabatic jacket (Figure 1). The jacket is usually cooled by a 
circulating water bath. Sensitive thermopile circuits detect temperature differences 
between cells and the jacket, while heaters located on both cells and the jacket are 
activated when necessary to maintain identical temperatures between all components. In 
a typical ITC experiment, the macromolecule is placed into the sample cell of the 
calorimeter and is titrated at constant temperature with the ligand in a syringe. The 
reference cell contains water or buffer. Prior to injection of the titrant, a constant power (< 
1 mW) is applied to the reference cell. This signal directs the feedback circuit to activate 
the heater located on the sample cell. This represents the baseline signal. During the 
injection of titrant into the sample cell, heat is taken up or evolved depending on whether 
macromolecular association reaction is endothermic or exothermic. For an exothermic 
reaction, the temperature in the sample cell will increase, and the feedback power will be 
deactivated to maintain equal temperature between the two cells. For endothermic 
reaction, the reverse will occur. 
The heat released (in terms of molar enthalpy ΔH), upon interaction of the titrant is 
monitored over time. Each peak represents a heat change associated with the injection of a 
small volume of ligand solution into the ITC reaction cell. As successive amounts of the 
ligand are titrated into the ITC cell, the quantity of heat absorbed or released is in direct 
proportion to the amount of binding. When the system reaches saturation, the heat signal 
diminishes until only heats of dilution are observed. A binding curve is then obtained from 
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a plot of the heats from each injection against the ratio of ligand and binding partner in the 
cell. A molecular interaction between two ligands can be defined by the following equation 
which forms the basis for an ITC analysis: 

 ΔG = -RT In KA = ΔH – TΔS (1) 

The first part of this equation implies that the change in the Gibbs free energy (ΔG) 
correlates with association constant KA because R, the gas constant, and T, the absolute 
temperature, are constant. The dissociation constant KD, which is commonly used to 
quantify the affinity between two ligands, is the inverse of KA. The second part of this 
equation illustrates that the sum of enthalpy (ΔH) and entropy (ΔS) changes define the free 
energy (ΔG) and consequently the affinity of an interaction. A major advantage of ITC 
experiments is the fact that KA and ΔH are measured in a single experiment. Having 
measured these two parameters the remaining variables ΔG and ΔS can be derived.  In 
combination with structural information, the energetics of binding can provide a complete 
picture of the interaction and aid in identifying the most important regions of the binding 
interface and the energetic contribution (Pierce et al., 1999).   

2. Non-viral DNA transfection systems 

An emerging trend in the treatment of disease is gene therapy, a broad term that includes 
any strategy to treat a disease by delivering exogenous gene, gene segments, or 
oligonucleotides into the cells of patients in order to restore normal functions to the cell. 
Such therapies are either DNA based (usually in the form of plasmids) or RNA based 
(usually in the form of small, interfering RNA or siRNA), both requiring some form of 
delivery system for the oligonucleotide(s) in question.   
Two major classifications of delivery systems exist for DNA therapies, viral- and non-viral-
based.  Viral vectors typically demonstrate the highest gene transfer activity; however, they 
suffer from serious safety concerns particularly with respect to inflammatory and immune 
responses in patients.  Non-viral vectors are generally comprised of a combination of 
cationic lipids, neutral lipids and/or cationic polymers, and have a much better safety 
profile compared to viral systems but suffer from low gene transfer activities. As such a 
great deal of effort is being expended towards the development of new non-viral vector 
systems with increased transfection capabilities.   
Lipoplexes, complexes of liposomes with DNA, are the most investigated non-viral 
transfection vectors, and hold great potential application for gene delivery. They have been 
utilized in approximately 8% of the clinical trials for gene therapy mainly due to their 
advantages over viral vectors. They show low toxicity, high therapeutic gene capacity, cell-
specific targeting capability, and straightforward production, modification, and 
functionalization procedures.  A key problem in the advancement of lipoplex transfection 
vectors, yet to be efficiently overcome, is the above mentioned inadequacy of transfection 
efficiency of current cationic lipid systems, attributed to the incomplete understanding of 
interaction mechanisms involved.  While this is driving research efforts toward the design 
and synthesis of novel amphiphilic cationic compounds, as well as approaches for 
formulation of liposomal based vectors (Giatrellis et al., 2009), less effort is being directed 
towards better understanding the fundamental mechanism(s) by which liposome-mediated 
transfection occurs. 
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Scheme 1. Chemical structure of lipids commonly used in the formulation of DNA 
transfection complexes: DOTMA (1,2-di-O-octadecenyl-3-trimethylammonium propane), 
DMRIE (1,2-dimyristyloxypropyl-3-dimethyl-hydroxy ethyl ammonium bromide), DODAB 
(dioleyldimethylammonium bromide), DOTAP (1,2-dioleoyl-3-trimethylammonium-
propane (chloride salt), DC-Chol (3β-[N-(N',N'-dimethylaminoethane)-carbamoyl] 
cholesterol hydrochloride, DOPE (1,2-dioleoyl-sn-glycero-3-phosphoethanolamine), DOPC 
(1,2-dioleoyl-sn-glycero-3-phosphocholine), and cholesterol.  

The first reported application of cationic liposomes (or vesicles) as DNA transfection 
vectors was in 1987, by Felgner et al. They synthesized a cationic lipid, N-[1-(2,3-
dioleyloxy)propylJ-N,N,N-trimethylammonium chloride (DOTMA), that forms small 
unilamellar cationic liposomes, closed bilayer membrane shells of lipid molecules, and 
that interact with DNA spontaneously via electrostatic attraction. These lipid-DNA 
complexes maintain an overall positive charge, facilitating uptake by cells again by 
electrostatic attraction, now between the cationic complexes and the predominantly 
negatively charged cellular membrane. Complexes are then internalized allowing the 
transfer of functional DNA into the cell followed by expression. The technique was 
simple, highly reproducible, and more efficient than some other, commonly used 
procedures such as use of polycations, calcium phosphate, microinjection, electroporation 
and protoplast fusion (Felgner et al., 1987) . 

2.1 Mechanism of DNA – lipid Interactions 
Due to electrostatic interactions between negatively charged phosphate groups along the 
DNA back bone and the cationic head group of the lipid, they compact the DNA plasmid 
into small particles.  This compaction serves two purposes: 1) to more easily transport the 
DNA across negatively charged cellular membrane(s), both in terms of eliminating 
electrostatic repulsion between negatively charged DNA and the cell membrane (Barreleiro 
et al, 2000, Safinya, 2001), and also by simply having a smaller size (relative to an 
uncomplexed DNA plasmid); and 2) to protect the DNA from degradation (primarily by 
DNAses) during the transfection process (Tranchant et al., 2004;Elouahabi and Ruysschaert, 
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2005).  The importance of the cationic lipid is however not restricted solely to the charge of 
its head group. (Cherezov et al., 2002). Kreiss et al. believed that both the nature (or 
structure) of the cationic lipid as well as the DNA backbone exert a strong influence on 
lipid-DNA packing and complex morphology, with the formation of the lipoplexes resulting 
from competitive interactions between electrostatic forces of lipid-DNA and elasticity forces 
driven by the lipid hydrophobic moiety (Zuzzi et al., 2007;Ma et al., 2007;Kreiss et al., 1999).  
It has been suggested that lipoplex formation is an endothermic process and the repulsion 
force between DNA molecules as well as the release of tightly bound counterions from 
DNA and the lipid mainly controls the formation of cationic lipid/DNA complex (Ma et 
al., 2007). In the course of complex formation, DNA acts as a polyanion molecule 
interacting with the cationic headgroups at the surface of liposomes. The neutralization of 
charges seems to affect both the DNA and the liposome structures. First, DNA might 
adopt a more compact structure, which is less accessible to intercalating dyes or 
nucleases. Second, neutralization might induce lipid bilayer mixing and/or aggregation 
resulting in fusion of liposomes and/or multilamellar structure formation. The fact that 
different structures are observed in the same lipoplex preparation further complicates  
the interpretation (Zabner et al., 1995). Apart from the electrostatic interactions between 
positively charged lipid head groups and the negatively charged DNA phosphate 
backbone, variations in lipid-lipid and DNA-DNA ionic repulsive forces, attractive lipid-
lipid hydrophobic interactions, hydration forces and other structural properties of  
the liposome and plasmid DNA can result in a wide variety of macromolecular structures 
that can vary not only with concentration(s) but also as a function of time. Hence, upon 
mixing of cationic lipid and DNA, the supramolecular organization of the two 
components changes considerably. Despite these changes in organization, the molecular 
structures of both components are generally preserved, leading to a so-called 
multilamellar complex, in which DNA molecules are intercalated between intact lipid 
bilayers and form a tightly packed grid (Smisterova et al., 2001;Pitard et al., 1999;Cherezov 
et al., 2002;Radler et al., 1997).  

2.2 DNA / lipid complex morphologies 
The most commonly complex assemblies include DNA molecules sandwiched within 
liposomal bilayers, DNA electrostatically adsorbed onto the vesicles outer surface, DNA 
encapsulated in the aqueous phase of the liposomes, and DNA coated by a monolayer of 
cationic lipid envelop (Felgner and Ringold, 1989;Giatrellis et al., 2009). Therefore, lipoplexes 
have a broad range of morphologies from a hypothesized “beads on a string” arrangement 
proposed initially by Felgner (Felgner and Ringold, 1989) in their seminal paper, to more 
complicated such as spaghetti and meatballs structure (Sternberg et al., 1994), map-pin 
structures (characterized by spheroidal heads and tapering pins)(Sternberg et al., 1998)(See 
Figure 2), multilamellar or inverted hexagonal phase structures confirmed by high-
resolution synchrotron small-angle X-ray scattering (SAXS) experiments  (Safinya, 2001) and 
sliding columnar phase (O'Hern, 1998). 
These above mentioned morphologies; however, are less common than the lamellar, 
“sandwich” structure (Koltover et al., 1998;Sternberg et al., 1994). Under lipid excess conditions 
there is only macroscopic heterogeneity (i.e., lipoplexes may be of different sizes) whereas the 
microscopic structure of lamellar cationic lipid-DNA “sandwich” is uniform as demonstrated 
by diffraction techniques (Radler et al., 1997).  
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Fig. 2. A and B showing spaghetti-meatball assembly [adapted from (Sternberg et al., 1994)] 
and C showing map-pin structures [adapted from (Sternberg et al., 1998)]. 

2.3 Physiochemical properties, lipoplex structure, and their impact on transfection 
activity  
Structure-activity studies suggested that biophysical properties, such as size, charge, and 
morphology of the resulting DNA complexes determine transfection efficiency within one 
class of vector. Several parameters effect transfection activity, such as structural variations 
of the cationic lipids (length and degree of unsaturation of the alkyl chains), the nature of 
the groups bound to the quaternary nitrogen, and the counterions.  Variations in the lipid to 
DNA charge ratio and the presence or absence of helper lipids are other important 
formulation parameters of transfection efficiency (Lobo et al., 2002;Malone et al., 1989).  
In the majority of reported studies, lipid-DNA complexes function most effectively when a 
cationic lipid is mixed with a neutral or helper lipid such as DOPE (1,2-dioleoyl-sn-glycero-
3-phosphoethanolamine) or DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine) (Scheme 1).  
DOPE is by far the most commonly used helper lipid in non-viral DNA transfection 
applications (Ewert et al., 2008;Hui et al., 1996). The inclusion of neutral or zwitterionic  
lipids (co-lipids), such as cholesterol, DOPE and DOPC as well as PEG lipids, other cationic 
lipids, and non-lipid compounds like polymers or peptides in the cationic  
vesicle formulations has been shown to increase the transfection efficiency of the assemblies 
(at least in case of DOPE) by promoting membrane fusion in different cell lines (Koynova et 
al., 2007).  

2.3.1 Size and zeta potential 
In general, transfection efficiency (i) requires a positive or neutral zeta potential, (ii) is size 
dependent, e.g., it is higher for smaller size particles, and (iii) requires a vector that is stable in 
serum. The size of the DNA plays an important role in biodistribution, cellular internalization 
and intracellular trafficking (Pathak et al., 2009). The correlation between lipoplex size and 
DNA transfection has been well studied; however, the most suitable size range (for 
transfection) still remains to be controversial. Early studies suggested the lipoplex sizes in the 
range of 400–1400 nm for more efficient transfection in cell culture than smaller (<400 nm) or 
larger (>1400 nm) aggregates (Kawaura et al., 1998), but later results emphasize a smaller (<200 
nm) lipoplexe size range (Zhang et al., 2003). This controversy has been attributed to different 
size-dependent endocytic pathways involved in uptake of lipoplexes. As the gene transfection 
by the cationic liposomes was shown to be  inhibited by wortmannin, an inhibitor of 
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endocytosis, it is suggested that the vesicles with moderate diameters are useful for gene 
transfection by endocytosis (Kawaura et al. 1998). Moreover, addition of non-lipid condensing 
agents such as polyethyleneimine, polylysine, protamine sulfate to the cationic lipid- DNA 
mixture have been reported to produce small homogeneous lipoplexes, in the range of 100 nm, 
more suitable to enter narrow capillaries than lipid-DNA alone. Further, the lipoplex particle 
size also plays a role in DNA release in which for lipoplexes with mean size of ~400–500 nm 
and lamellar distances of ~5–6 nm (and hence are composed of several tens of layers) extensive 
intermembrane interactions are required for their disassembly (Koynova, 2009). Zeta potential 
of lipoplexes is usually measured at different DNA/lipid ratios whereas pure cationic vesicles 
show a positive zeta potential of ~ 60 mV, and it decreases with addition of DNA and changes 
to negative at DNA/lipid charge ratio of more than 1 (Koynova et al., 2007). Takeuchi et al 
showed that transfection efficiency of plasmid DNA (pSV2CAT) into mammalian cultured 
cells was consistent with the values of zeta potential of cationic liposomes containing a tertiary 
amino head group(Takeuchi et al., 1996). Therefore, lipoplexes with a small excess of positive 
zeta charges favours higher transfection efficiency (Elouahabi and Ruysschaert, 2005) and vice 
versa, for lipoplex formulations containing excess amount of DNA and negatively surface 
charge, the release of DNA is significantly hindered compared to lipoplexes with positive zeta 
potential (Koynova et al., 2007).  

2.3.2 Structure 
The role of the cationic lipid molecular structure on transfection activity of resultant 
lipoplexes has recently been reviewed; with the conclusion that lipids having either 
saturated alkyl chains with a length of ~14 carbon atoms OR longer, monounsaturated 
chains having trans-isomerism are generally the most effective for transfection (Koynova 
and Tenchov, 2009; Koynova et al., 2008). It is important to note that this is only a 
generalization, and factors such as the stoichiometry of the cationic lipid to DNA, the ionic 
strength of the formulation, the temperature of the formulation (both during and after 
formulation), and the incubation time can all have a significant effect on the resulting 
structure of the lipoplex (Giatrellis et al., 2009). 
Association of DNA with cationic lipids in a micellar or liposomal form leads to lamellar 
organization with DNA molecules sandwiched between lipid bilayers. Although the 
lamellar phase is the common described structure, as evidenced by small-angle X-ray 
scattering and electron microscopy, some cationic lipid combined with a hexagonal forming 
lipid could also result with DNA in an inverted hexagonal structure(Barteau et al., 2008). 
Despite all the advances in biological and biophysical characterization of cationic lipid-DNA 
complexes, the relationship of their structural properties to their biological activity is still 
not well understood. Some earlier studies, especially those carried out on lipoplexes 
containing DOPE, have proposed the  inverted hexagonal structure (HCII) is more efficient in 
transfection than the lamellar (LCα) phase (See Figure 3) (Koltover et al., 1998;Smisterova et 
al., 2001). However, more recent studies have shown a general lack of correlation between 
lipoplex structures and transfection activity. Indeed, high lipofection not only depends on 
the structure and morphology of the vector assemblies, but also on other factors, (one 
important example of which is the type of cell being transfected; i.e. primary versus clonal, 
cancerous versus non-cancerous, etc.). The scope of accounting for all such factors makes it 
difficult for investigators to put together a comprehensive picture of effects such as variation 
of both cell types and cationic lipids within one study (Ma et al., 2007). 
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Fig. 3. Inverted hexagonal structure (HCII) phase structure and multilamellar (LCα) phase 
structures [adapted from  (Koltover et al., 1998)]. 

2.4 Thermodynamics of lipoplex formation 
Self-assembly of surfactants into aggregates, such as micelles, vesicles, etc., can be induced 
by increasing the surfactant concentration to above the critical micelle concentration (CMC) 
and/or by adjusting the temperature to exceed the critical micelle temperature (CMT). In a 
typical calorimetry experiment, heats of dilution are recorded.  Initially, the dilution of the 
concentrated surfactant solution (usually well above the CMC) will result in the dis-
assembly of micellar aggregates into monomers, and the observed heat of dilution will 
contain both the heat of solution of the monomer surfactant, and the heat associated with 
micelle dis-assembling, which is the negative of the heat of micelle formation.  As the 
experiment proceeds, the surfactant concentration in the measurement cell increases to 
above the CMC, as described in section 1, integration of the measured heats for each 
injection provides an observed enthalpy of dilution, from which, for a typical surfactant, the 
enthalpy of micellization (or aggregation), ΔHmic can be obtained from the difference in the 
pre- and post-micellar enthalpies of dilution.  The magnitude and sign (i.e., endo- or exo-
thermic) of ΔHmic is governed by the types and magnitude of various contributions 
(hydrophobic and electrostatic) arising from surfactant-surfactant interactions.   
The interaction of cationic aggregates (micelles and/or lipoplexes) with DNA, while being 
more complex that the aggregation of the surfactants or lipids alone, is governed again by a 
combination of hydrophobic and electrostatic contributions.  The thermodynamics of 
cationic lipid – DNA lipoplex formation are found to be in most cases, endothermic (Pector 
et al., 2000;Pozharski and MacDonald, 2002). Since, for any process to be thermodynamically 
favoured the free energy change must be negative, an endothermic lipoplex formation must 
be driven by a corresponding increase in entropy (recall equation 1). The interesting 
question then becomes “what exactly is the source of this entropy gain upon lipoplex 
formation”? It is widely accepted that the major contribution to this increase in entropy 
arises from counterion release. Bruinsma first pointed out that lipoplex formation is not 
simply driven by electrostatic attraction between oppositely charged DNA polymer and 
lipid membrane, but that in fact the situation is more complex given that both components 
exist in solution with oppositely charged counterions bound to them that are released upon 
complex formation (Bruinsma, 1998). Release of these counterions upon complex formation 
results in an entropy gain that is expected to be, according to Bruinsma, ~1 kT per 
counterion. Both cationic lipid and DNA become partially dehydrated upon complex 
formation (Hirsch-Lerner and Barenholz, 1999) resulting in an additional entropy gain due 
to the additional degrees of freedom acquired by the released water. Hence, the entropy 
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based process is driven through the release of water molecules and of bound counter-ions 
via the ion-exchange process. It is important to note that the released counterions interact 
more strongly with water and restrict somewhat the mobility of the water molecules around 
them, an effect that must lead to some entropy loss. Additionally, the DNA and to a smaller 
extent the complexing lipids also experience some reduction in entropy because of loss of 
degrees of freedom due to increased rigidity of the complex relative to the separate 
components. Nevertheless, combined together the net result is entropically driven lipoplex 
formulation in general; however additional studies to further elucidate various 
contributions are still required. 
As an example, Pozharski and MacDonald examined the strength of binding of DNA to the 
cationic lipid matrix upon lipoplex formation (Pozharski and MacDonald, 2003). In this 
study, the binding free energy was determined by monitoring lipoplex dissociation under 
conditions of increasing salt concentration. By using relatively short oligonucleotides, the 
investigators were able to determine the binding energy per nucleotide. A combination of 
calorimetry and fluorescence resonance energy transfer (FRET) was used in their work.  For 
FRET studies a rhodamine labeled lipid was brought in proximity with carboxyfluorescein 
(CF) labeled DNA so that CF emission becomes quenched upon lipoplex formation. The 
decrease in the signal verified complex formation. A Microcal calorimeter was used to 
determine the cationic lipid-DNA binding enthalpy for the titration of 0.46 mM Dickerson 
dodecamer  (5′-CGCGAATTCGCG) into 25 μM EDOPC (O-ethyldioleoylphosphocholine, 
cationic lipid) in HE-S buffer (of 20 mM HEPES, 0.1 mM EDTA, and 150 mM NaCl at pH 
7.5). Figure 4 shows the degree of dissociation of complexes, α, plotted against NaCl 
concentration, and the heat absorbed at various ratios of DNA/ Lipid (D/L). 
 

 
 

 
 
 
 
 
 
 
 
 
 

Fig. 4. DNA-EDOPC binding curves (LEFT) for lipid:DNA charge ratios of: ○2:1 ; □ 4:1 ;  
Δ 8:1 ; and ▼16:1 .  Calorimetric profile (RIGHT) of cationic lipid-DNA binding. 460 μM of 
Dickerson dodecamer titrated into cationic lipid, EDOPC, suspension in HE-S buffer. Curves 
are from fitting to a one-site binding model; unfilled and solid circles correspond to two 
independent titrations. [Adapted from (Pozharski and MacDonald, 2003)]. 

Averaged over two runs, thermodynamic parameters of the binding were ΔG = −445 ± 20 
cal/mole, and ΔH = 477 ± 42 cal/mole; it was observed that binding becomes more 
favorable with decreasing cationic lipid:DNA charge ratio. During lipoplex formation there 
is decrease of the apparent free energy with increasing length of the DNA fragment. It is 
suggested that there is strengthening of binding at higher lipid:DNA ratios, especially from 
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8:1 to 16:1, because of the continuing decrease of ΔG up to a charge ratio of 16:1. Lipoplexes 
with excess lipid actually have stronger lipid-DNA interactions. For example (assuming that 
the free bilayer is actually part of the lipoplex particle and not as separate vesicles), there 
may be internal edge effects such that it is easier to accommodate the boundary of DNA-
covered areas when there is more lipid. 

2.5 Multipoint nature of cationic lipid-DNA interactions 
A DNA molecule binds to the lipid membrane at many points and the relatively small free 
energies of the individual charges sum to a very large binding energy for the whole 
molecule. The binding of an individual DNA electrostatic charge to the lipid membrane is 
rather weak (Pozharski and MacDonald, 2003). Hence, the size of DNA does indeed affect 
binding energy of lipoplex formation. Single lipid molecules cannot dissociate from the 
complex since they are held in bilayers by strong hydrophobic interactions and thus form a 
continuous matrix to which DNA can bind. DNA bases are covalently linked to each other 
and the stiffness of the polymer is such that a molecule only about as short as a dodecamer 
binds as a single unit. As a result, much more free energy is released upon a binding event 
and this brings the apparent dissociation constant into the micromolar range at 
physiological ionic strength. Longer DNA molecules bind more tightly, but their energy of 
interaction is also limited by their flexibility. The entropy gain upon lipoplex formation is ~1 
kT per released counterion, and in general, this positive ΔS is the driving force of the 
lipoplex process, which is in good agreement with theoretical considerations. Moreover, 
very long DNA molecules will exhibit a lower tendency to remain attached throughout their 
length, but because the number of contact sites is high and because of their increased ability 
to bend, the extent of dissociation for long DNA molecules at moderate and low ionic 
strength is extremely small.  

3. DNA – gemini surfactant systems 

3.1 Unsubstituted gemini surfactants 
We have recently reported the results of an isothermal titration calorimetric (ITC) study of 
the interaction of DNA with transfection systems based upon a family of dimeric 
surfactants, more commonly known as gemini surfactants (Wettig et al., 2010;Yang et al., 
2010;Donkuru et al., 2010). Gemini surfactants consist of two traditional surface active 
groups (i.e two hydrophobic chains and two polar headgroups) linked chemically by a 
spacer group. The most extensively synthesized and studied family of gemini surfactants 
are the N,N-bis-,-alkane-diammonium dibromides, having a general structure [CmH2m+1 
(CH3)2N+(CH2)sN+(CH3)2 CmH2m+1•2Br-], hereafter referred as m-s-m, where m represents 
the carbon chain length of the alkyl tails and s the number of carbon atoms in the 
polymethylene spacer (See Scheme 2A). Compared to conventional surfactants having a 
single chain and a single head, gemini surfactants posses unique physiochemical properties, 
including lower critical micelle concentrations (CMCs) and better wetting properties. 
However, one of the most important advantages, in so far as gene therapy is concerned, is 
that the structure of gemini surfactants allows for expanded structural diversity through 
adjustment of the length of hydrophobic chains, the polarity of head groups, the structure of 
spacer and the counterions. The spacer length plays perhaps one of the most important roles 
in determining the properties of these surfactants, and therefore likely their interaction(s) 
with DNA. The effects of variations in the length of a polymethylene spacer group, as well 
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as the effects of incorporation of hydrophilic substitutents have been extensively studied 
and are the focus of several reviews on gemini surfactants.  
It is generally observed that the chemical arrangement of gemini surfactants provide a 
rather rich array of aggregate morphologies and solution properties that are dependent 
upon the nature and size of the linking group. Our previous studies indicated that the 
transfection efficiency and in vivo cutaneous absorption was dependent on the length of the 
spacer between the two positively charged head groups (Foldvari et al. 2006). Gemini 
surfactants having a trimethylene spacer demonstrated the highest activity, with the 
transfection efficiencies correlating to other physical properties (such as the head group area 
at the air/water interface, critical micelle concentration, etc.) that depend upon the size 
and/or nature of the spacer group. Moreover, variation in the length of the spacer group 
allows for a wider variation in the distance(s) between cationic head groups, which provides 
flexibility for designing surfactants with an optimal match with the anionic phosphate 
groups on the DNA backbone thereby increasing complexation efficiency. 
 

 
Scheme 2. Structure of the A) 12-s-12 and B) py-3-12 (see discussion below) surfactants. 

Microcalorimetry studies used alone and/or along with other techniques can be very 
helpful in understanding the DNA-gemini interactions in the systems described above. 
Lipoplexes of gemini compounds, where m = 12, s = 3, 12 and m = 18 : 1(Smisterova et al., 
2001), s = 2, 3, 6, with DNA were investigated using isothermal titration calorimetry, 
dynamic light scattering (DLS), zeta potential, atomic force microscopy (AFM) and circular 
dichroism (CD) techniques. ITC data showed that the interaction between DNA and gemini 
surfactants is endothermic and the observed enthalpy vs. charge ratio profile depends upon 
the titration sequence(Wang et al., 2007a). Isoelectric points (IP) of lipoplex formation were 
estimated from the zeta potential measurements and show good agreement with the 
reaction endpoints (RP) obtained from ITC. DLS data indicated that DNA is condensed in 
the lipoplex whereas AFM images suggested that the lipoplex morphology changes from 
isolated globular-like aggregated particles to larger-size aggregates with great diversity in 
morphology.  This work has recently been extended to the study of a non-symmetric gemini 
surfactant in which one of the alkyl tails is a dodecyl group (i.e. m = 12) and the other has 
been replaced with a (pyren-6-yl)-hexyl group which has the same approximate length as a 
dodecyl group, but is significantly more hydrophobic in character (Wang et al., 2007b).  The 
interaction between these pyrene-based gemini surfactants (Scheme 2B) and DNA using ITC 
(Donkuru et al., 2010), along with the 12-3-12 and 12-6-12 surfactants (for comparison), and 
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marked differences in the interactions with DNA were observed (Figure 5).  The 2010 results 
for the interaction of the 12-3-12 and 12-6-12 with DNA showed a more complex interaction 
than that originally proposed in 2007, likely as a result of the difference in calorimeters used 
in the different studies.  The major difference observed in the binding interaction(s) with 
DNA for the pyrenyl gemini surfactants lies in the ability of the pyrenyl group to 
intercalated between DNA base pairs; this intercalation was previously hypothesized based 
upon the results of fluorescence titration studies (Wang et al. 2007b).   
  

 
Fig. 5. Observed enthalpies for the titration of gemini surfactants with DNA:  12-3-12 at  
25 oC () and py-3-12 at 25 oC ().  Enthalpies are reported in kJ/mol of base pairs.  
[adapted from (Wettig et al., 2010)] 

The double-peak feature observed in the enthalpogram for the titration of the 12-3-12 
surfactant with DNA (Figure 5) is common to all of the symmetric gemini surfactants 
investigated (so far) by our group. The observed binding interactions have been rationalized 
in terms of the following steps (Wettig et al., 2010): 
1. An initial interaction between DNA and surfactant micelles; i.e., formation of the 

“beads on a string” complex – endothermic; 
2. A significant endothermic contribution resulting from the disruption of the micelle-

monomer equilibium by continued addition of DNA; 
3. A reorganization of the “beads on a string” complex into an approximately neutral 

complex which gives rise to an exothermic contribution from both the release of 
structured water and binding between DNA and surfactant monomer; 

4. Flocculation of the now neutral surfactant – DNA complexes – endothermic; 
5. Precipitation of the complexes (exothermic) followed by no net interaction. 
This interaction mechanism is depicted in Scheme 3.  The major difference between this 
mechanism and in the original work published (Scheme 2 in Wang et al., 2007) is that the 
micelle-monomer equilibrium can no longer be discounted; specifically, the continued 
addition of DNA to the system has a substantial effect on this equilibrium and results in a 
significant endothermic contribution to the observed enthalpy. Interestingly a simplification 
of the system is observed for the pyrenyl surfactants (Scheme 2B), such that a number of 
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intermediate equilibria described above do not seem to occur specifically as a result of the 
ability for the pyrenyl groups to intercalate between the DNA base pairs. 
 

 
Scheme 3. Proposed interaction mechanism for m-s-m gemini surfactant – DNA systems.  
Initial binding of DNA to surfactant micelles (A) and formation of the beads-on a string 
complex (B).  Continued addition of DNA results in a disruption of the monomer-micelle 
equilibrium (C) and the reorganization of the beads-on a string complexes into discrete 
DNA-surfactant aggregates (D) and eventual flocculation (E) and precipitation of these 
aggregates. [adapted from (Wettig et al., 2010)]   

Other studies have shown that the nature of the counterion significantly affects both 
micellization and aggregation critical for enhanced trasnfection. The micellization of six 
cationic gemini surfactants with various counterions, [C12H25(CH3)2N(CH2)6N(CH3)2C12H25] 
X2, designated as C12C6C12X2, with X = F-, Cl-, Br-, Ac-, NO3-, and ½ SO42- in aqueous 
solutions was investigated by microcaloritmetry and conductivity measurements (Jiang et 
al., 2004). The interaction of these surfactants with DNA in aqueous solutions was also 
investigated by microcalorimetry.  The CMC, CAC (critical aggregation concentration) 
and the degree of micellar ionization,  the saturation concentration of the aggregation, and 
the associated thermodynamic parameters were detected. Among the counterions 
examined, SO42- was the most effective anion for decreasing the CMC (Koynova et al., 
2007).  Both aggregation processes were mainly entropy-driven since the values of the 
entropy changes multiplied by temperature were much larger than the absolute values of 
the enthalpy changes. The binding of micelles to DNA was strongly dominated by the 
positive entropy gain on release of the small counterions from the micelles and from 
DNA.  Further, the interaction of all of the surfactants with DNA was dependent on the 
DNA concentration and may be associated with each micelle interacting with more than 
one DNA molecule. In a another microcalorimetric study, the interaction of a series of 
dissymmetric gemini surfactants, (designated as C(m)C(6)C(n)Br2, with constant m+n=24, 
and m=12, 14, 16, and 18) with DNA in 10 mM NaCl was studied and it was found that 
the dissymmetry degree has a marked effect on the interaction of the C(m)C(6)C(n)Br2 
surfactants with DNA since the CAC and saturation concentration tend to become smaller 
with increased m/n (Jiang et al., 2005).  
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3.2 Substituted gemini surfactant systems 
A more recent focus of research on gemini surfactants deals with the effect of substitution 
within the spacer group on the aggregation properties of the surfactant, and the rational 
design of surfactants with improved transfection activity (Kirby et al., 2003;Wang et al., 2004; 
Wettig et al., 2002; Wettig et al., 2003; Wettig et al., 2007). Transfection activity is found to 
depend critically upon the structural elements present (Castro et al., 2004). Recently, 
pseudoglyceryl gemini lipids bearing an oligooxyethylene (-CH2-CH2-O)m-CH2-CH2-) spacer 
were found to be superior gene transfecting agents as compared to those bearing 
polymethylene (-CH2)m-) spacers (Bajaj et al., 2008). In this study, gemini lipids were found 
to be highly superior in gene transfer abilities as compared to their monomeric lipid and a 
related commercially available formulation (Bajaj et al., 2008). The increased hydrophilicity 
of the ethoxylated spacer groups results in an increased water solubility of these 
compounds, and they preferentially locate at either air-water or micelle-water interface. In 
some cases, the efficiency of transfection has been correlated to a high extent of DNA 
condensation, which in turn depends heavily on the gemini spacer structure (Bombelli et al., 
2005). An important factor is the ability of the complexes to form polymorphic structures, 
which are not necessarily hexagonal. Absent from the above, is a thermodynamic 
characterization of the binding interaction(s) between DNA and gemini surfactants.  While 
the determination of binding properties is complicated by the cooperative nature of the 
interaction between DNA and gemini surfactants, isothermal titration calorimetry has been 
used in a few reports.   
In order to enhance gene transfection based upon structure-activity relationship, various 
gemini surfactants (Bombelli et al., 2005) have been designed, synthesized and tested for 
gene delivery in our laboratory. Previously, we reported the results of a comprehensive 
study of the aggregation and thermodynamic properties of the 12-4-12 gemini surfactant 
with and without hydroxyl substitution as well as a series of ethoxylated gemini surfactants. 
Further, our group is using ITC to extend our work to better understand the thermodynamic 
properties of the complexation of DNA by the aza-, hydroxyl- and ethoxyl-gemini 
surfactants, specifically to examine how the binding interactions change as a result of 
substitution within the spacer group (Scheme 4).  
 

 
Scheme 4. Structures of the unsubstituted and substituted gemini surfactants. 

Enthalpograms for the titration of 2.5 mM bp DNA into 0.5 mM gemini surfactant solutions 
are shown in Figure 6. The interactions between unmodified gemini surfactants (12-3-12, 12-
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12-12, 18:1-2-18:1, 18:1-3-18:1, 18:1-6-18:1) (Wang et al., 2007a) and pyrenyl-modified gemini 
surfactants (Wettig et al., 2010) with DNA have been studied previously in this manner, 
which provides important information on the nature of the interaction(s) between surfactant 
micelles and DNA for conditions of excess positive charge; i.e., conditions similar to those 
typically used to prepare complexes for transfection studies.  
The same types of interactions observed between unsubstituted gemini surfactants and 
DNA (described above) will occur for the various substituted gemini surfactants studied in 
this investigation; however, since the various substitutions are made within the head group 
region of the surfactant, this should result in noticeable changes in the binding 
interactions(s) which is indeed the case as seen in Figure 6. The maximum in ΔHMo for the 
12-s-12 series has been attributed to energies associated with the configuration of the spacer 
group at the micelle–water interface. Enthalpies for the substituted gemini's in the presence 
of DNA were observed to decrease (becomes more exothermic), with increasing 
hydrophilicity of the spacer group in the order OH < EO < N (Table 1).  The increased 
hydrophilicity of the ethoxylated spacer groups results in an increased water solubility of 
these compounds, and they preferentially locate at either air-water or micelle-water 
interface. Very recently, Anissa Bendjeriou-Sedjerar et al. (2009), from their surface tension 
measurements of gemini surfactants containing two quaternary ammonium groups bound 
by an ethylene oxide spacer chain, with x=1,3,7 and 12, reported  that the hydrophilic spacer 
with oxyethylene moieties was not fully extended at the air-water interface. With increasing 
the spacer group size x = 7-10, it became sufficiently flexible to adopt a particular 
conformation with a loop at the water side of the interface (Benjeriou-Sedjerari et al., 2009). 
In addition, as observed for the 12-s-12 gemini surfactants, the micellization and binding 
process seems to be entropy driven for the 12-EOx-12 surfactants. In case of 12-8N-12 
surfactant, the aza groups represent a bulkier, and perhaps more importantly, a more 
hydrophobic substituent as compared to oxygen for the case of the ethoxylated spacer 
groups. This has two direct effects on the ability of the spacer group to adopt conformations 
that would minimize the conformation energies: (i) steric hindrance between the aza methyl 
groups and the alkyl tails will not allow the spacer group to fold into the core of the micelle; 
and (ii) steric considerations also require that at least one of the aza methyl groups be 
oriented towards the aqueous phase, resulting in a net decrease in the energy associated 
with the transfer of the spacer from the aqueous to the micellar phase. The increase in CMC 
for the N-methyl subtituted series compared to the epoxy series results from increased steric 
repulsion, particularly with respect to packing at the surface of the micelle, and the 
interference between the solvation shells around nitrogen and hydrocarbon regions within 
the spacer (Wettig et al., 2007). A hydrophilic, flexible spacer prompts micelle formation, 
which leads to a smaller CMC, smaller alpha, larger N, and more negative ΔGmic (Wang et 
al., 2004). One would expect that the sources of contributions to the enthalpy of binding 
remain the same within the series. Since the length and composition of the alkyl tails is kept 
constant, the contribution to ΔHM° arising from the transfer of the alkyl tails from the bulk to 
the micelle should also remain constant. Therefore, the observed differences between the 
gemini surfactants with and without EO/aza/OH groups in the spacer must be associated 
with differences in hydration of the spacers of these surfactant series, when they are 
monomers in the bulk phase or located in the micelle/water/solution interface and when 
they are interacting with DNA. The initial enthalpies (ΔHinit) and the enthalpies at the 
maximum of the main peaks observed in Figure 6 (ΔH1 and ΔH2), along with their positions 
(in terms of charge ratio (P-/N+) are reported in Table 1.  It is interesting to note that the 
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difference between the initial enthalpy (upon titration of the gemini surfactants with DNA) 
and the enthalpy at the first peak observed in Figure 6 (ΔHinit - ΔH1) is comparable to the 
enthalpies of micellization for the pure surfactant compounds (Figure 7, and also ΔHmic in 
Table 2) with a correlation of 0.72.  As discussed above, one of the main differences in the 
mechanism proposed in our 2010 article (Wettig et al., 2010) and that originally proposed in 
our 2007 article (Wang et al, 2007) is the inclusion of the monomer-micelle equilibrium (Box 
C in Scheme 3).  The monomer-micelle equilibrium is of course governed by the molecular 
structure of the surfactants, and therefore it is perhaps not surprising that we observe a 
correlation between the enthalpies of micellization and those observed upon interaction 
with DNA.  
 

Surfactant ΔHinit (kJ mol-1) P-/N+ ΔH1 (kJ mol-1) P-/N+ ΔH2 (kJ mol-1) 
12-2-12 10.2 0.24 26.3 0.41 28.7 

12-EO1-12 10.5 0.53 23.8 0.80 22.0 
12-EO2-12 11.2 0.46 15.0 0.61 15.5 
12-EO1-12 11.5 0.56 15.8 0.83 17.0 

      
12-5N-12 13.8 0.38 21.5 0.69 20.1 
12-8N-12 17.7 0.31 25.0 0.60 26.1 

      
12-4-12 6.8 0.27 20.5 0.50 24.7 

12-4(OH)-12 5.8 0.24 17.5 0.37 21.4 
12-4(OH)2-12 4.0 0.30 18.7 0.48 19.0 

      
12-3-12a 4.7 0.41 25.1 0.73 24.2 

12-EO3-12 12.1 0.42 18.9 0.68 17.6 

Table 1. Thermodynamic properties for the titration of 0.5 mM gemini surfactant with DNA.  
aData from Wettig et al., 2010. 

The binding of cationic alkyammonium surfactants to DNA was studied by Matulis et al., 
who broke the interaction of the surfactants with DNA down into an electrostatic (ΔelecH)  
and a hydrophobic contribution (ΔhH; Equation 2) (Matulis et al., 2002). 

 ΔH = ΔhH + ΔelecH (2) 

The electrostatic component was estimated to be ~1.0 kJ/mol (obtained from the enthalpy of 
dissolution for ammonium phosphate which allowed for the determination of the 
hydrophobic contribution from experimental enthalpy measurements.  Enthalpy titrations 
for the alkylammonium surfactant – DNA systems were carried out in the usual (forward) 
manner of adding concentrated surfactant solution to a solution of DNA, rather than the 
reverse manner of adding DNA to a concentrated surfactant solution used in our work 
above.  This unfortunately precludes a more detailed analysis and comparison of our results 
for the substituted gemini surfactants to those for the alkylammonium surfactants (Matulis 
et al., 2002) as well as the gemini surfactants (Bai et al., 2001;Jiang et al., 2005;Wang et al., 
2007; Pozharski and MacDonald, 2002). Forward titrations with the substituted compounds 
are currently underway to allow for such a comparison.  
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Fig. 6. Observed enthalpies for the titration of gemini surfactant solutions with DNA:  A) 12-
2-12 (, black), 12-EO1-12 (, red),  12-EO2-12 (, blue) 12-EO3-12 (, green); B) 12-4-12 (, 
black), 12-4(OH)1-12 (, red),  12-4(OH)2-12 (, blue); C) 12-2-12 (, black), 12-5N-12 (, 
red),  12-8N-12 (, blue).  Lines represent a fit of the experimental data to a multiple 
Gaussian peak model. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. Enthalpies of micellization (ΔHmic) for the 12-s-12  the 12-EOx-12  and 12-AzX-12  
gemini surfactants; and the difference in enthaply at peak 1 and the initial enthalpy (ΔHinit - 
ΔH1) as a function of spacer length for the titration of DNA with the 12-s-12 , the 12-EOx-12  
and 12-AzX-12 gemini surfactants. 
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Surfactant ΔHmic (kJ mol-1) ΔHinit - ΔH1 (kJ mol-1)
12-2-12 -20.5 -16.1 

12-EO1-12 -13.3 -13.3 
12-EO2-12 -9.9 -3.8 
12-EO3-12 -9.2 -4.3 

   

12-5N-12 -11.9 -7.7 
12-8N-12 -3 -7.3 

   

12-4-12 -9.2a -13.7 
12-4(OH)-12 -12.1a -11.7 
12-4(OH)2-12 -11.5a -14.3 

   

12-3-12 -19.3b -16.1 
12-6-12 -8.5b -6.8 

Table 2. Enthalpies of micellization for aqueous gemini surfactants and the difference in the 
observed peak and initial enthalpies (ΔHinit - ΔH1) for the titration of gemini surfactants with 
DNA.  a Data from (Wettig et al., 2002); bData from Wettig et al., 2010. 

The advantage of the reverse titration method is that it allows for an examination of 
complex formation under conditions of excess lipid (Kennedy et al., 2000), potentially 
revealing differences in binding of DNA by lipid or surfactant aggregates (vesicles, micelles, 
etc.) rather than with monomer lipid or surfactant molecules that would be studied in the 
forward titration manner.  Significant differences in how the resulting complexes assemble 
have been noted in the comparison of forward and reverse titration methods for the EDOPC 
– DNA systems introduced in section 2.3 (Kennedy et al., 2000), indicating the potential to 
control the types, or more specifically structure, of lipid-DNA complexes simply by 
controlling the order in which the components are added to each other.  Such an explanation 
likely explains the very common observation that transfection efficiencies are highly 
dependent upon the mixing order of the various components. 

4. Conclusion  

Isothermal microcalorimetry plays an important role in elucidating the binding mechanism of 
DNA with surfactants/ lipids used in non-viral gene therapy. Measurement of heats of 
interaction allows accurate determination of binding constants, reaction stoichiometry (n), 
enthalpy (ΔH) and entropy (ΔS), thereby providing a complete thermodynamic profile of the 
molecular interaction in a single experiment by employing an appropriate model. Structure-
activity studies suggest that biophysical properties, such as size, charge, and morphology of 
the resulting DNA/lipid complexes determine transfection efficiency within one class of 
vector. Several parameters effect transfection activity, such as structural variations of the 
cationic lipids (length and degree of unsaturation of the alkyl chains), the polarity of head 
groups, the structure of spacer, and the counterions. It is generally observed that the chemical 
arrangement of gemini surfactants provide a rather rich array of aggregate morphologies and 
solution properties that are dependent upon the nature and size of the linking group. More 
recently, ITC has been used to study the interaction of DNA with transfection systems based 
upon a family of dimeric surfactants or gemini surfactants, which consist of two traditional 
surface active groups linked chemically by a spacer group. ITC data shows whether the 



 
Calorimetric Investigations of Non-Viral DNA Transfection Systems 273 

interaction between DNA and gemini surfactants is endothermic or exothermic and the 
observed enthalpy vs. charge ratio profile depends upon the titration sequence. The magnitude 
and sign (i.e., endo- or exo-thermic) of ΔHmic is governed by the types and magnitude of 
various contributions (hydrophobic and electrostatic) arising from surfactant-surfactant 
interactions. Since, for any process to be thermodynamically favoured the free energy change 
must be negative, an endothermic lipoplex formation must be driven by a corresponding 
increase in entropy. It is widely accepted that the major contribution to this increase in entropy 
arises from counterion release. The double-peak feature observed in the enthalpogram for the 
titration of the 12-3-12 surfactant with DNA is common to all of the symmetric gemini 
surfactants investigated (so far) by our group. Our group is using ITC to better understand the 
thermodynamic properties of the complexation of DNA by the aza-, hydroxyl- and ethoxyl-
gemini substituted and unsubstituted surfactants, specifically to examine how the binding 
interactions change as a result of substitution within the spacer group. In addition, our group 
is interested in the study of a non-symmetric gemini surfactant in which one of the alkyl tails is 
a dodecyl group (i.e. m = 12) and the other has been replaced with a (pyren-6-yl)-hexyl group 
which has the same approximate length as a dodecyl group, but is significantly more 
hydrophobic in character. The major difference observed in the binding interaction(s) with 
DNA for the pyrenyl gemini surfactants lies in the ability of the pyrenyl group to intercalated 
between DNA base pairs. Interestingly a simplification of the system is observed for the 
pyrenyl surfactants (py-3-12; py-6-12), such that a number of intermediate equilibria do not 
seem to occur. One of the main differences in the mechanism proposed in our 2010 article 
(Wettig et al., 2010) and that originally proposed in our 2007 article (Wang et al, 2007) is the 
inclusion of the monomer-micelle equilibrium which in turn is governed by the molecular 
structure of the surfactants.  The significance of these results remains unclear; however, 
forward titrations of the substituted gemini surfactants with are underway. Ultimately these 
results will allow for a more complete picture of the importance of head group structure of the 
gemini surfactants for improved DNA transfection efficiency, and the rational design of 
improved non-viral transfection vectors. 
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1. Introduction

1.1 The Zhang formulation of the second law of thermodynamics, and a velocity dependent
modified Feynman-ratchet model

The Zhang [1] formulation of the second law of thermodynamics (second law) states that
no spontaneous momentum flow is possible in an isolated system. By spontaneous, it is
meant [1]: not merely (a) sustaining, i.e., permanent; but also (b) robust, i.e., capable of
withstanding dissipation, of surviving disturbances, and of generating (regenerating) itself if
initially nonexistent (if destroyed). The Zhang [1] formulation of the second law implies that,
at thermodynamic equilibrium (TEQ), not even merely sustaining momentum flow is possible,
i.e., that no systematic motion — most generally, no systematic process — is possible at TEQ:
Systematic processes generated and maintained spontaneously despite TEQ violate the second
law; by contrast, systematic merely sustaining, i.e., nonrobust and nondissipative — and hence
nonspontaneous — processes do not violate the second law, but merely imply that TEQ has
not been completely realized [1,2]. [Given any irreversibility (e.g., friction), (nonspontaneous)
merely sustaining processes lose even their sustainability — they become nonrobust and dissipative
— their negentropy (and hence free energy) is lost, and then TEQ is completely realized [1,2].]
Corollary: The Zhang [1] formulation of the second law implies that, within a system
maintained at non-TEQ, spontaneous momentum flow and hence systematic motion — most
generally systematic process — is certain. Said certainty may be actualized or in potentiality:
Example: a gas constrained to within less than the total volume of its container is at non-TEQ
and has the potential for systematic motion — expansion — which is actualized upon release of
the constraint.
Feynman’s classic ratchet and pawl [3] elucidates the Zhang [1] formulation of the second law:
In the original classic “Ratchet and Pawl” chapter [4], it is stated, as the upshot concerning
Feynman’s classic system,

“In spite of all our cleverness of lopsided design, if the two temperatures are exactly
equal there is no more propensity to turn one way than the other. The moment we
look at it, it may be turning one way or the other, but in the long run it gets nowhere.
The fact that it gets nowhere is really the fundamental deep principle on which all of
thermodynamics is based.”
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Recently, various formulations of the second law have been challenged, in both the quantum
[5–8] and classical [5,8–10] regimes.
In this chapter [11], we show that velocity-dependent fluctuations (but not fluctuations in
general) challenge the second law in the classical regime. [A digression concerning limited
aspects of the quantum regime is provided in Sect. 6. Otherwise, except for the last four
paragraphs of Sect. 3 (and a few very brief mentions elsewhere), this chapter deals only
with the classical regime.] Our challenge is most self-evident with respect to the Zhang [1]
formulation of the second law, but (as will be discussed in the last four paragraphs of Sect.
3): The Zhang [1] formulation of the second law is maximally strong — no other formulation
thereof can be stronger [although some other(s) may be equally strong]. [Classically (with
one exception [6gg] that is not applicable insofar as this present chapter is concerned) — all
formulations of the second law are equivalent — but not so quantum-mechanically [6s–6ff].]
Hence: A challenge to the Zhang [1] formulation of the second law is also a challenge to all
other formulations thereof.
In this chapter [1], Feynman’s ratchet [3] is modified to the minimum extent necessary to
ensure that velocity-dependence of fluctuations can spontaneously break the randomness of
its Brownian motion at TEQ — spontaneously superposing a nonrandom walk on its Brownian
motion and hence challenging the second law. This minimally-modified Feynman ratchet,
illustrated in Fig. 1, will now be described.
In the right-handed Cartesian coordinate system of Fig. 1, the +X, +Y, and +Z directions
are to the right, into the page, and upwards, respectively. The Brownian motion of the disk 1
of mass m′ (shown edge-on in Fig. 1) is constrained to be X-directional by the frictionless
guide 2. The pawl 3 of mass m (whose lower tip protrudes below the disk in Fig. 1) is
in a vertical groove within the +X disk face, wherein — in addition to its X-directional
Brownian motion in lockstep with the disk as part of the combined disk-and-pawl system
(DP) — it also has Z-directional Brownian motion relative to the disk per se. The DP’s total
mass is M = m′ + m � m. Each peg 4 is of Z-directional height H, and is separated from
adjacent pegs by X-directional distance L. The pawl’s altitude Z is the vertical distance of
its undersurface above the Z = 0 level at the floor of the peg row 4, and is restricted to
Z ≥ Zmin (0 < Zmin < H) by a stop within the +X disk face. (A simple design for the stop:
Let the vertical groove that accommodates the pawl have thinner slots extending in the +Y
and −Y directions. These slots accommodate pins extending from the pawl in the +Y and
−Y directions, respectively. The floors of these slots preclude Z-directional motion of the pins
below the pin/slot-floor contact level, thereby restricting the pawl’s altitude to Z ≥ Zmin.) The
net peg height is thus Hnet ≡ H − Zmin (0 < Hnet < H). The entire system, including the DP,
is at TEQ with equilibrium blackbody radiation (EBR) at temperature T. L is, for simplicity,
taken to be large compared with the combined pawl-plus-peg X-directional thickness; yet L
can easily still be small enough so that changes in the DP’s X-directional Brownian-motional
velocity V occur, essentially, only at pawl-peg bounces, and not via DP-EBR X-directional
momentum exchanges between pawl-peg bounces [12]. (The frictionless guide 2, of course, has
no effect on V.) A uniform gravitational field g is attractive downwards (in the −Z direction).
The V = 0 rest frame — wherein (a) the frictionless guide 2 and peg row 4 are fixed and (b)
the EBR at temperature T is isotropic — is (for simplicity) taken as that of g’s source [of mass
� M (or even ≫ M)]. Except for the EBR, our system is nonrelativistic: i.e., all speeds (except
of EBR photons) are � c, and all pertinent differences in gravitational potential (e.g., gH) are
� c2.
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Fig. 1. Modified Feynman ratchet with velocity-dependent fluctuations

The right-handed Cartesian coordinate system described in the immediately preceding
paragraph is the most appropriate one given linear X-directional DP Brownian motion. For
transformation to circular X-directional DP Brownian motion, said right-handed Cartesian
coordinate system can be transformed into a right-handed cylindrical coordinate system by (a)
curving the X-directional axis into a circle, and (b) letting the +X, +Y, and +Z directions be
counterclockwise, radially outwards from the center of this circle, and upwards, respectively.
Corresponding to X-directional Brownian-motional velocity V of the DP, to first order in V/c,
Doppler-shifted EBR at temperature [13]

T±(V, α) = T
(

1±
V cos α

c

)
(1)

impinges on the ±X disk face at angle α from the ±X direction — at a rate proportional both
to the differential solid angle 2π sin αdα and, by Lambert’s cosine law, to cos α [13]. {The pawl,
being in the +X disk face, “sees” EBR impinging — as per the immediately preceding sentence
[including (1)] with the + signs — only from directions with +X components (except for its
lower tip — of negligible size compared with the entire pawl even at maximum tip protrusion,
i.e., even at Z = Zmin — when said tip protrudes below the disk).} Averaging over the range
0 ≤ α ≤ π/2 [13],

T±(V) = 〈T±(V, α)〉 =

∫ π/2
0 T

(
1± V cos α

c

)
sin α cos αdα∫ π/2

0 sin α cos αdα
= T

(
1±

2V
3c

)
. (2)
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The DP’s thermal response time is sufficiently short that T+(V) [T−(V)] is the temperature,
corresponding to V having a given value, of the +X disk face (including the pawl) itself [12]
[of the −X disk face itself [12]] — not merely of Doppler-shifted EBR “seen” thereby [13].
The stop within the +X disk face — and hence itself [12] at temperature, corresponding to
V having a given value, of T+(V) [12,13] — restricts the pawl’s altitude to Z ≥ Zmin:
this prevents mechanical thermal contact [although not radiative thermal contact (which is
negligible)] between the floor of the peg row — at elevation Z = 0 and temperature T — and
the pawl’s undersurface. (Except when the pawl’s undersurface protrudes below the disk, the
+X disk face shields it from EBR impinging from directions with −X components — and, in
any case, the pawl’s undersurface area is negligible compared with that of the entire pawl.) The
pawl’s thermal isolation within the +X disk face is thereby improved — helping to ensure
that T+(V) is the temperature, corresponding to V having a given value, of the pawl itself
[12], not merely of Doppler-shifted EBR “seen” thereby [13].
In accordance with the Boltzmann distribution, and applying (2) with the + signs, the
conditional probability [14] P(Z > H|V) that the pawl, of weight mg, can attain sufficient
altitude Z > H to jump the pegs — and hence not to impede the DP’s X-directional Brownian
motion — given V, is

P(Z > H|V) = exp[−mg (H− Zmin) /kT+(V)]

≡ exp[−mgHnet/kT+(V)]

= exp
{
−mgHnet

/[
kT

(
1 +

2V
3c

)]}

≡ exp
[
−A

/(
1 +

2V
3c

)]

=

(
1 +

2AV
3c

)
e−A. (3)

The second step of (3) restates the definition (initially given near the middle of the paragraph
immediately following Fig. 1)

Hnet ≡ H− Zmin, (4a)

the third step of (3) is justified by (2) with the + signs, the fourth step of (3) defines

A ≡ mgHnet/kT, (4b)

and the last step of (3), which is correct to first order in V/c, is justified because V is
nonrelativistic, with |V| � c for all values of |V| that have nonnegligible probabilities of
being equaled or exceeded.
By (3), P(Z > H|V) is slightly greater when V > 0 than when V < 0. Hence, despite
TEQ, the velocity-dependence of P(Z > H|V) spontaneously superposes a nonrandom walk
(spontaneous momentum flow [1]) in the +X (Forward) direction on the DP’s Brownian
motion — challenging the second law.
Note that T±(V, α), T±(V), Z, and P(Z > H|V) manifest velocity-dependent fluctuations. By
contrast, T, H, Zmin, Hnet ≡ H − Zmin, L, m′, m, M = m′ + m � m, g, and A ≡ mgHnet/kT
are parameters, fixed in any one given (thought) experiment.
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2. Markovian time evolution and challenges to the second law

The derivation of our system’s time evolution will be easiest if we first consider, in (5) – (22)
and the associated discussions [except in defining notation in the third paragraph of this Sect.
2, and in the last step of (7)], only occasions when |V| happens to have any one given value,
i.e., when V = ± |V|. Subsequently, we will average over all ± |V| pairs, i.e., over all |V|.
By (3) and (4), we have, to first order in |V| /c, for the conditional probabilities [14] F and R of
Z > H obtaining given DP Brownian motion in, respectively, the Forward or +X direction at
V = + |V| and Reverse or −X direction at V = − |V|,

F ≡ P(Z > H|V = + |V|) ≡ P(> |+) =

(
1 +

2A |V|
3c

)
e−A (5)

and

R ≡ P(Z > H|V = − |V|) ≡ P(> |−) =
(

1−
2A |V|

3c

)
e−A, (6)

respectively. The states Z > H, Z < H, V = + |V| > 0, and V = − |V| < 0 are denoted
as >, <, +, and −, respectively. [Since Z and V are continuous random variables, the point
values Z = H and V = |V| = 0 each has zero probability measure [14a] of occurrence —
and hence does not finitely contribute to any quantity integrated or averaged over any finite
range of Z and V, respectively (e.g., over all Z and over all V, respectively).] Given V = ± |V|,
immediately preceding any pawl-peg interaction, the DP is in one of the four states > +, > −,
< +, or < −; the former two states implying that this interaction will be a pawl-over-peg
jump, and the latter two that it will be a pawl-peg bounce. Immediately following a jump
(bounce), sgn V is unchanged (reversed).
We now study our system’s time evolution, given V = ± |V|, in discrete time-steps of
Δt = L/ |V| that separate consecutive pawl-peg interactions, with time N immediately
preceding the (N + 1) st pawl-peg interaction. If a quantity Q or an average thereof is
time-dependent, then its value at time N is indicated via a subscript N. Let 〈Q〉N (〈〈Q〉〉N)
denote the expectation value at time N of a quantity Q over any one given ± |V| pair (〈Q〉N
itself subsequently averaged over all |V|). {Notes: (a) All averages in this chapter are,
in this wise, either over any one given ± |V| pair or over all |V|, except: (i) the average
〈T±(V, α)〉 over α in (2) (denoted via enclosure within single angular brackets), and (ii) some
of the averages in Sect. 6, and in the Footnotes. (b) Consistently with the fifth-to-the-last
sentence (especially the last clause thereof) of the paragraph immediately following Fig. 1: The
combined pawl-plus-peg X-directional thickness is� L; hence, the X-directional spatial, and
temporal, intervals separating consecutive pawl-over-peg jumps are only negligibly greater
[by said thickness, and (said thickness)/ |V|, respectively] than those separating consecutive
pawl-peg bounces (jump preceded or followed by bounce being the intermediate case).}
TEQ, i.e., maximum initial total entropy, implies that initially, at N = 0,

P(+)0 = P(−)0 =
1
2

⇐⇒ 〈V〉0 = |V| [P(+)0− P(−)0] = 0 =⇒ 〈〈V〉〉0 = 0. (7)

The expression in (7) for 〈V〉0 is true for all ± |V| pairs, hence implying that for 〈〈V〉〉0. For all
N ≥ 0,
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〈V〉N = |V| [P(+)N − P(−)N ]

⇐⇒ P(±)N =
1
2

(
1±

〈V〉N
|V|

)
. (8)

The second line of (8) is justified by P(+)N + P(−)N = 1 and by (7).
Given V = ± |V| and P(+)N + P(−)N = P(> |+) + P(< |+) = P(> |−) + P(< |−) = 1,
said time evolution is a two-state discrete-time Markov chain [15] with (a) states + and −; and
(b) the following conditional transition probabilities:

P[(+)N |(+)N−1] = P(> |+) = F, (9a)

P[(−)N |(−)N−1] = P(> |−) = R, (9b)

P[(−)N|(+)N−1] = P(< |+) = 1− F, (9c)

and
P[(+)N |(−)N−1] = P(< |−) = 1− R. (9d)

Note that (9) – (18) are correct not only for the specific F and R given by the rightmost terms of
(5) and (6), respectively, but also for general F and R that are at most functions of |V| only — and
hence constant for any one given |V|. [Of course, (1), (2), (7), and (8) are correct independently
of any mention of F and R.]
Applying (9a), (9d), and P(+)N + P(−)N = 1, we obtain, for all N ≥ 0, [15]

P(+)N = FP(+)N−1 + (1− R)P(−)N−1

= FP(+)N−1 + (1− R)[1− P(+)N−1]

= (F + R− 1)P(+)N−1 + 1− R

= (F + R− 1)[(F + R− 1)P(+)N−2 + 1− R] + 1− R

= (F + R− 1){(F + R− 1)[(F + R− 1)P(+)N−3 + 1− R]

+ 1− R}+ 1− R

= (F + R− 1)N P(+)0 + (1− R)
N−1

∑
j=0

(F + R− 1)j

= (F + R− 1)N
(

1
2

)
+ (1− R)

1− (F + R− 1)N

2− F− R

=
2(1− R)− (F− R)(F + R− 1)N

2(2− F− R)

=⇒ P(−)N = 1− P(+)N

=
2(1− F) + (F− R)(F + R− 1)N

2(2− F− R)

=⇒ P(±)N =
1
2

{
1±

(F− R)[1− (F + R− 1)N ]

2− F− R

}
. (10)
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The second step and third-to-the-last step of (10) are justified by P(+)N + P(−)N = 1.
In the third through sixth lines of (10), a recursion relationship is developed via repeated
substitution. In the seventh step of (10), we applied the first line of (7) and standard
summation of the geometric series in the sixth line of (10). [If N = 0, then: (i) This geometric
series contains no terms and hence vanishes. (ii) (F + R − 1)0 = 1 is true throughout the
range −1 ≤ F + R − 1 ≤ 1 of F + R − 1, with possible difficulty only at the point value
F+ R− 1 = 0. But, since (F+ R− 1)0 = 1 remains true even as F+ R− 1 −→ 0± infinitesimally
closely (from both above and below) — by continuity we take (F + R − 1)0 = 1 even at the
point value F + R − 1 = 0. Note that, among indeterminate forms, perhaps x0 alone is so
well-behaved, maintaining a fixed well-defined unique finite value (1) even as x −→ 0±

infinitesimally closely (from both above and below) — by contrast, for example, x
0 −→ ±∞

as x −→ 0±. Hence, lim
x,y−→0

xy = lim
x,y−→0

(
eln x

)y
= lim

x,y−→0
ey ln x |y ln x|�1

−→ 1 + y ln x
|y ln x|�1
−→ 1:

if x = F + R − 1 and y = 0, then the last two steps immediately preceding yield exactly
1 — not merely a limiting value of 1. For perhaps the most general approach pertinent
to (10) of F + R − 1 to 0 that is consistent with (F + R − 1)0 = 1 even at the point value

F + R − 1 = 0, let x = a (F + R− 1) and y = b (F + R− 1)n = b
(

x
a

)n
= b

an xn, where a,

b, and n are arbitrary positive constants. Then lim
x,y−→0

xy = lim
x−→0

x
b

an xn
= lim

x−→0

(
eln x

) b
an xn

=

lim
x−→0

e
b

an xn ln x = lim
x−→0

(
1 + b

an xn ln x
)

= 1 + b
an lim

x−→0
xn ln x = 1 + 0 = 1 (the last four steps

immediately preceding being justified because lim
x−→0

xn ln x = 0 by L’Hospital’s Rule).]

Applying the first line of (8) and the last line of (10) yields, for all N ≥ 0,

〈V〉N = |V| [P(+)N − P(−)N ]

= |V| (F− R)[1− (F + R− 1)N ]/(2− F− R). (11)

By (11), 〈V〉N is antisymmetric in F and R; hence, without loss of generality, we always take
F ≥ R =⇒ 〈V〉N ≥ 0 — e.g., as obtains for the specific F and R given by the rightmost terms
of (5) and (6), respectively. The equality F = R =⇒ 〈V〉N = 0 obtains only given: (a) the
point value V = |V| = 0, which has zero probability measure of occurrence; and/or (b) N = 0.
Our challenge to the second law requires the strict inequality F > R =⇒ 〈V〉N > 0 despite
TEQ, which obtains given |V| > 0 and N ≥ 1.
Direct calculation of P(+)N and P(−)N via (10) can be cumbersome. However, applying the
second line of (11) — and then the antisymmetry of 〈V〉N as per the paragraph immediately
following (11) — to the last line of (10) further simplifies the already simpler expression given
by the second line of (8) [restated in the first line of (12)]:

P(±)N = P(V = ± |V|)N =
1
2

(
1±

〈V〉N
|V|

)

=⇒ P(V)N =
1
2

(
1 +

〈V〉N
V

)
= P(V)0

(
1 +

〈V〉N
V

)
. (12)
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The further simplification as per the second line of (12) [wherein P(V)0 = 1
2 and V =

± |V| insofar as (5) – (22) and the associated discussions are concerned] is justified by said
antisymmetry.
By (11), the final steady-state value of 〈V〉N , i.e.,

〈V〉∞ = |V| (F− R)/(2− F− R), (13)

is reached at N = 1 if F + R− 1 = 0 ⇐⇒ 2− F− R = 1; i.e.,

〈V〉1 = |V| (F− R) for all 0 ≤ F, R ≤ 1 ⇐⇒ −1 ≤ F + R− 1 ≤ 1

= 〈V〉∞ if F + R− 1 = 0 ⇐⇒ 2− F− R = 1. (14)

Hence, P(V)N of (12) manifests similar behavior. The completion of time evolution at N = 1
if F + R − 1 = 0 ⇐⇒ 2− F − R = 1 obtains for all quantities studied in this chapter. [In
Sect. 4, we will show that, while allowing time evolution to N −→ ∞ does maximize 〈V〉N

and
∣∣∣P(V)N −

1
2

∣∣∣, it does not correspond to maximizing the force that tends to accelerate the
DP in the +X direction, or to our primary objective of maximizing its power output and hence
its time rate of negentropy production.]
Now, define

〈V〉N+ 1
2
≡

1
2
(〈V〉N + 〈V〉N+1)

= |V| (F− R)[2− (F + R)(F + R− 1)N ]/[2(2− F− R)] (15)

and

〈ΔV〉N+ 1
2
≡ 〈V〉N+1 − 〈V〉N

= |V| (F− R)(F + R− 1)N . (16)

Let f be the force that tends to accelerate the DP in the +X direction. By Newton’s second law
and (16), at the N −→ N + 1 transition, i.e., at the (N + 1) st pawl-peg interaction, we have

〈 f 〉N+ 1
2
= M 〈ΔV〉N+ 1

2

/
Δt

= M 〈ΔV〉N+ 1
2

/
(L/ |V|)

= (MV2/L)(F− R)(F + R− 1)N . (17)

The second step of (17) is justified because consecutive pawl-peg interactions are separated in
time by Δt = L/ |V|. Let P∗ be the DP’s power output (not to be confused with probability
P). Applying (15) and (17), at the N −→ N + 1 transition, i.e., at the (N + 1) st pawl-peg
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interaction, we have

〈P∗〉N+ 1
2
= 〈 f V〉N+ 1

2

= 〈 f 〉N+ 1
2
〈V〉N+ 1

2

=
M |V|3

2L
(F− R)2(F + R− 1)N [2− (F + R)(F + R− 1)N ]

2− F− R
. (18)

The second step of (18) is justified because 〈V〉N+ 1
2

of (15) is independent of which of the four

DP states (> +, > −, < +, or < −) — and hence of the corresponding (N + 1) st pawl-peg
interaction (jump or bounce) — that happens to occur at the N −→ N + 1 transition [14].
For the specific F and R given by the rightmost terms of (5) and (6), respectively; (11), the
second lines of (12), (17), and (18), respectively become

〈V〉N = (2V2/3c)A[1− (2e−A − 1)N ]/(eA − 1), (19)

P(V)N =
1
2

{
1 +

(
2V
3c

)
A[1− (2e−A − 1)N ]

eA − 1

}

=
1
2
+

(
V
3c

)
A[1− (2e−A − 1)N ]

eA − 1
, (20)

〈 f 〉N+ 1
2
= (4M |V|3 /3Lc)Ae−A(2e−A − 1)N , (21)

and

〈P∗〉N+ 1
2
=

(
8M |V|5

9Lc2

)
A2e−A(2e−A − 1)N [1− e−A(2e−A − 1)N ]

eA − 1
. (22)

Now, consider all± |V| pairs, i.e., all V, and hence also all |V|; especially, consider fluctuations
of V among all possible values. TEQ, i.e., maximum initial total entropy, implies that initially, at
N = 0,

P(V)0 = P(V)mw

= (M/2πkT)1/2e−MV2/2kT

=⇒ P(|V|)0 = P(|V|)mw

= 2P(V)0 = 2P(V)mw

= (2M/πkT)1/2e−MV2/2kT, (23)

P(V)mw [P(|V|)mw] being the one-dimensional Maxwellian probability density of V [|V|].
Letting P(V)0 = 1

2 −→ P(V)0 = P(V)mw and V = ± |V| −→ continuous V in the second line
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of (12), and then applying (19), we obtain

P(V)N = P(V)0

(
1 +

〈V〉N
V

)

= P(V)mw

(
1 +

〈V〉N
V

)

= P(V)mw

{
1 +

(
2V
3c

)
A[1− (2e−A − 1)N ]

eA − 1

}
. (24)

Any 〈Q〉N , e.g., 〈V〉N , 〈 f 〉N+ 1
2
, or 〈P∗〉N+ 1

2
, is defined for a given ± |V| pair, i.e., for a given

|V| — it is undefined and cannot even be calculated given only a single value of V, e.g., given
only + |V| alone or given only − |V| alone. 〈Q〉N can be written in the more detailed form
〈Q(|V|)〉N ; by contrast, the expression 〈Q(V)〉N is meaningless. Since (20) and (24) are correct
to first order in V/c, by (24), P(|V|)N = P(+ |V|)N + P(− |V|)N = P(|V|)0 = P(|V|)mw to
first order in |V| /c; hence, to first order in |V| /c, any average 〈〈Q〉〉N over P(|V|)mw equals
that over P(|V|)N itself. [Of course, initially, at N = 0, P(|V|)N = P(|V|)0 = P(|V|)mw
exactly, not merely to first order in |V| /c; hence, any average 〈〈Q〉〉0 over P(|V|)mw is exact.]
The following five averages over P(|V|)mw will be useful: 〈〈|V|〉〉mw = (2kT/πM)1/2,〈〈

V2〉〉
mw = kT/M,

〈〈
|V|3

〉〉
mw

= [2(kT/M)3]1/2,
〈〈

V4〉〉
mw = 3(kT/M)2 = 3

〈〈
V2〉〉2

mw,

and
〈〈
|V|5

〉〉
mw

= 8[2(kT/M)5 ]1/2. [Of course, numerically, these five averages are identical

whether taken over P(|V|)mw or over P(V)mw. But, conceptually, as per the first two sentences
of this paragraph — and anticipating the next paragraph — they are more correctly taken over
P(|V|)mw.] Averaging over any one given ± |V| pair to obtain 〈Q〉N first, and subsequently
averaging over all |V| to obtain 〈〈Q〉〉N , is preferable to attempting to obtain 〈〈Q〉〉N directly
because, e.g.: (a) the former procedure is easier, (b) both 〈Q〉N and 〈〈Q〉〉N are thus obtained,
and (c) the |V|-dependence of F− R is thus accounted for — e.g., as per application of (5) and
(6) to the last terms of (11), (17), and (18) in order to obtain (19), (21), and (22), respectively.
Averaging V2, |V|3, and |V|5 in (19), (21), and (22), respectively, over P(|V|)mw (as per the
immediately preceding paragraph) yields (25), (27), and (28), respectively. So that (25) – (28)
are a complete set of equations, we restate the last line of (24) as (26). Thus, we obtain

〈〈V〉〉N =
2
〈〈

V2〉〉
mw

3c
A[1− (2e−A − 1)N ]

eA − 1

=
2kT
3Mc

A[1− (2e−A − 1)N ]

eA − 1
, (25)

P(V)N = P(V)mw

{
1 +

(
2V
3c

)
A[1− (2e−A − 1)N ]

eA − 1

}
, (26)
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〈〈 f 〉〉N+ 1
2
=

4M
〈〈
|V|3

〉〉
mw

3Lc
Ae−A(2e−A − 1)N

=
4

3L

[
2(kT)3

Mc2

]1/2

Ae−A(2e−A − 1)N , (27)

and

〈〈P∗〉〉N+ 1
2
=

⎛
⎝8M

〈〈
|V|5

〉〉
mw

9Lc2

⎞
⎠ A2e−A(2e−A − 1)N [1− e−A(2e−A − 1)N ]

eA − 1

=
64

9Lc2

[
2(kT)5

M3

]1/2
A2e−A(2e−A − 1)N [1− e−A(2e−A − 1)N ]

eA − 1
. (28)

Note that specification to P(V)mw = 1
2 P(|V|)mw is not required for the validity of our

analyses: For example, P(V)mw is specifically applied in the last two lines of (24) and in (26);
and P(|V|)mw in (25), (27), and (28). By contrast, for example, (7) – (22) and the first line
of (24) are valid not only for P(V)0 = P(V)mw = 1

2 P(|V|)mw, but for any P(V)0 — whether
continuous, discrete, or possessing both continuous and discrete ranges — that is symmetrical
about V = 0. {Of course, (1) – (6) are valid for any P(V) whatsoever [including, e.g., a Dirac
δ-function, in which case either (5) or (6) but (unless V = |V| = 0) not both would obtain.]} For
any one given value of |V|, i.e., for any one given ± |V| pair, velocity-dependent fluctuations
behave identically — and break the randomness of Brownian motion identically — given any
P(V)0 that is symmetrical about V = 0. Note, in particular, as per (12), (20), and the first line
of (24), that, for any given V, the bias of P(V)N from P(V)0 is identical given any P(V)0 that
is symmetrical about V = 0. Considering all V, and hence also all |V|, P(V)mw = 1

2 P(|V|)mw
is the symmetrical velocity probability density — indeed, the velocity probability density
— corresponding to maximum entropy. Hence, P(V)mw = 1

2 P(|V|)mw is employed in this
chapter — but with the view that generalization is possible to any P(V)0 that is symmetrical
about V = 0.

3. Negentropy production, and formulations of the second law

Positive values (however small) of 〈V〉N ,
∣∣∣P(V)N −

1
2

∣∣∣, 〈 f 〉N+ 1
2
, 〈P∗〉N+ 1

2
, 〈〈V〉〉N , |P(V)N −

P(V)mw |, 〈〈 f 〉〉N+ 1
2
, and 〈〈P∗〉〉N+ 1

2
despite TEQ challenge the second law. A positive value of

〈〈P∗〉〉N+ 1
2

despite TEQ is our primary challenge thereto, because if 〈〈P∗〉〉N+ 1
2

overcomes a
conservative resisting force, equal in magnitude but opposite in direction to 〈〈 f 〉〉N+ 1

2
, then

there obtains an uncompensated negative time rate of change in total entropy S:

〈〈P∗〉〉N+ 1
2
> 0 =⇒ dS/dt = − 〈〈P∗〉〉N+ 1

2

/
T < 0. (29)
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Perhaps the simplest such conservative resisting force, Mg sin(−θ) = −Mg sin θ
.
= −Mgθ,

is obtained by sloping our system very slightly upwards towards the +X direction — as per
Fig. 1 and the two immediately following paragraphs, very slightly upwards towards the
right given a right-handed Cartesian coordinate system, or into a very gentle counterclockwise
upward spiral given a right-handed cylindrical coordinate system — at a very small slope
angle θ (0 < θ � 1 rad; also, 0 < θ � mgL/kT = AL/Hnet), such that 〈〈 f 〉〉N+ 1

2
= Mg sin θ

.
=

Mgθ. (If, instead, the resisting force is frictional and hence nonconservative, then it can be
overcome at steady state indefinitely — frictional dissipation being recycled into power P∗ —
despite TEQ.) Generation — or regeneration via recycling — of power P∗ despite TEQ entails
spontaneous momentum flow [1] in challenge of the Zhang formulation [1] of the second law
(and hence, as per the last two paragraphs of this Sect. 3, of all formulations thereof).
Of course, (29) is true for all DP power outputs, e.g., (29) is also true for the DP’s Carnot-engine
[17] power outputs.
But, in view of recent work concerning limitations of validity of certain formulations —
especially, of entropy-based formulations — of the second law in the quantum regime [6s–6ff],
the employment of the entropy-based (29) requires justification.
In the classical regime, (a) the Zhang [1] formulation of the second law (no spontaneous
momentum flow in an isolated system =⇒ no systematic motion — most generally, no
systematic process — at TEQ), and (b) Thomson’s formulation thereof (no extractable work at
TEQ), are equivalent to (c) the formulation thereof stating that total entropy (total negentropy)
can never decrease (increase), and, indeed, to (d) all other formulations of the second law.
But, in the quantum regime, entropy (or, equivalently, negentropy — and hence free energy)
is a difficult, non-uniquely-defined concept — as opposed to heat, and especially to work
[6s–6ff]. Hence, in the quantum regime, (a) and (b) immediately above are preferable to (c)
[and (d)] immediately above. This present chapter deals only with the classical regime —
except for the last four paragraphs of this Sect. 3, a digression concerning limited aspects of
the quantum regime in Sect. 6, and a few very brief mentions elsewhere. This present chapter
is based primarily on (a) immediately above — which implies (b) immediately above always,
and, apart from difficulties in the quantum regime [6s–6ff], also (c) [and (d)] immediately
above. Nevertheless: Insofar as this present chapter is concerned, certainly outside of Sect.
6 — and, owing to the limited nature of said quantum aspects, probably even in Sect. 6
— (c) immediately above [which justifies the employment of entropy in (29)], and also (d)
immediately above, still retain validity. [As an aside, note that the usual statement of (b)
immediately above — no extractable work via cyclic processes at TEQ — is too restrictive. If a
system is capable of doing work even only on a one-time basis via a noncyclic process — e.g., via a
one-time isothermal expansion of a gas initially constrained to within less than the total volume
of its container — then it is not initially at TEQ: it is at TEQ only after the gas has expanded to
occupy the total volume of its container and hence is no longer capable of doing work. Thus,
deleting “via cyclic processes” yields a more general statement as per (b) immediately above,
and in accordance with the first two paragraphs of Sect. 1.]
In both the classical and the quantum regimes — but primarily in the quantum regime
(particularly for finite quantum systems [6ee]), wherein different formulations of the second
law can be inequivalent [6s–6ff]: The Zhang [1] formulation of the second law [(a) immediately
above)] is a maximally strong formulation thereof, i.e., as strong a formulation thereof as is
possible {some other formulation(s), e.g., the Thomson formulation [(b) immediately above],
may be equally strong [6s–6dd], but no other formulation can be stronger}: Thus: A challenge
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to the Zhang [1] formulation of the second law is a challenge to all formulations [6s–6ff] thereof
— and hence a challenge to the second law [6dd]. By contrast (particularly in the quantum
regime [6s–6ff]), a challenge to any other formulation(s) [6s–6ff] of the second law (i) may or
(ii) may not be a challenge to the Zhang [1] formulation thereof, and hence to all formulations,
thereof — and hence may be a challenge, respectively, (i) to the second law [6dd] or (ii) merely
to a second law [6dd]. And a true challenge must be to the — not merely to a — second law.
There has recently been discovered a classical situation [6gg] wherein the
minimal-work-principle formulation of the second law can be invalid. [The
minimal-work-principle formulation of the second law has previously been investigated in
the quantum regime (where it also can be invalid) [6v,6w].] But this is not applicable insofar
as this present chapter is concerned, and in any case does not alter the maximally strong status
of the Zhang [1] formulation of the second law.

4. Details of Markovian time evolution, and maximization of challenges to the
second law

Time evolution is complete at N = 1 if F + R − 1 = 0 =⇒ A = ln 2. This corresponds to an
overall probability (considering both Forward and Reverse DP Brownian motion) of 1

2 (correct
to first order in |V| /c for all N ≥ 1 and exact at N = 0) that any given pawl-peg interaction is
either a jump or a bounce, i.e., to P(> |F + R− 1 = 0 =⇒ A = ln 2)N = P(< |F + R− 1 =
0 =⇒ A = ln 2)N = 1

2 (correct to first order in |V| /c for all N ≥ 1 and exact at N = 0).
As F + R − 1 −→ 1 =⇒ A −→ 0, pawl-peg bounces become ever rarer, and hence time
evolution becomes ever slower. As F + R − 1 −→ −1 =⇒ A −→ ∞, pawl-over-peg jumps
become ever rarer, and hence time evolution becomes ever slower.
Time evolution of 〈V〉N and P(V)N −

1
2 , and likewise of 〈〈V〉〉N and P(V)N − P(V)mw,

towards final steady-state values as N −→ ∞ is monotonic and asymptotic if 0 < F + R− 1 <

1 =⇒ ln 2 > A > 0, diminishing-oscillatory if −1 < F + R− 1 < 0 =⇒ ∞ > A > ln 2, and
complete at N = 1 if F + R− 1 = 0 =⇒ A = ln 2.
For general F and R that [as per the sentence immediately following (9d)] are at most functions
of |V| only, and hence constant for any one given |V| — not merely for the specific F and R
given by the rightmost terms of (5) and (6), respectively — the functional form of any 〈Q〉N
with respect to F, R, and N (and hence with respect to A and N) is independent of |V|. Thus,
the values of F, R, and N (and hence of A and N) yielding maximization of any 〈Q〉N are
also independent of |V| — and thus likewise also yield maximization of the corresponding
〈〈Q〉〉N .

By inspection of (10) – (14), (19), (20), (25), and (26), 〈V〉N and
∣∣∣P(V)N −

1
2

∣∣∣, and likewise

〈〈V〉〉N and |P(V)N − P(V)mw|, are maximized by maximizing (F − R)[1 − (F + R −
1)N ]/(2 − F − R) =⇒ maximizing A[1− (2e−A − 1)N ]/(eA − 1): maximization obtains
given 0 < A � 1 — implying maximization of (1 − 1

2 A)[1 − (1 − 2A)N ] — which is
maximized at unity by letting A −→ 0 and N −→ ∞, but with N −→ ∞ sufficiently faster
than A −→ 0 such that (1− 2A)N −→ 0. We thus obtain the absolute maxima

〈V〉N,max = 〈V〉∞ |(A −→ 0) = 2V2/3c

=⇒ 〈〈V〉〉N,max = 〈〈V〉〉∞ |(A −→ 0) = 2
〈〈

V2
〉〉

mw

/
3c = 2kT/3Mc (30)
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and ∣∣∣∣P(V)N −
1
2

∣∣∣∣
max

/
1
2

=

∣∣∣∣P(V|A −→ 0)∞ −
1
2

∣∣∣∣
/

1
2

= |P(V)N − P(V)mw|max
/

P(V)mw

= |P(V|A −→ 0)∞ − P(V)mw | P(V)mw

= 2 |V| /3c. (31)

If F + R − 1 −→ 1 =⇒ A −→ 0, then time evolution becomes infinitely slow —
requiring N −→ ∞ — because then pawl-peg bounces become infinitely rare. But any
“practical” time evolution is limited to at most a large but finite number N of pawl-peg

interactions. Hence, 〈V〉N and
∣∣∣P(V)N −

1
2

∣∣∣, and likewise 〈〈V〉〉N and |P(V)N − P(V)mw|,

attain “practical” maxima — corresponding to small but not infinitesimal 1− (F + R− 1) =⇒
small but not infinitesimal A and to large but not infinite N — that are almost but not quite as large
as the absolute maxima given in (30) and (31) corresponding to F + R− 1 −→ 1 =⇒ A −→ 0
and to N −→ ∞. [This is especially true because, if pawl-peg bounces are extremely rare,
then the DP has sufficient time between pawl-peg bounces so that its X-directional momentum
exchanges with the EBR are no longer (as is assumed in our analyses) negligible compared
with its X-directional momentum exchanges at pawl-peg bounces [12].]
For small N ≥ 1, maximizing 〈V〉N and 〈〈V〉〉N with respect to A by setting ∂ 〈V〉N /∂A =
0 =⇒ ∂ 〈〈V〉〉N /∂A = 0 yields maxima at moderate A, because small N ≥ 1 implies only one
or a few pawl-peg interactions — not the many pawl-peg interactions that would be required to
compensate (or overcompensate) for the small probability of pawl-peg bounces corresponding
to small A. For example, 〈V〉1 and 〈〈V〉〉1 are maximized at A = 1, with 〈V〉1,max =

〈V〉1 |(A = 1) = 4V2/3ec =⇒ 〈〈V〉〉1,max = 〈〈V〉〉1 |(A = 1) = 4
〈〈

V2〉〉
mw

/
3ec =

4kT/3Mec. Note that these maxima lie in the diminishing-oscillatory regime, as per the
second paragraph of this Sect. 4, and hence are larger [by a factor of 2(1 − e−1)] than
〈V〉∞ |(A = 1) = 2V2/[3c(e − 1)] =⇒ 〈〈V〉〉∞ |(A = 1) = 2

〈〈
V2〉〉

mw

/
[3c(e −

1)] = 2kT/[3Mc(e − 1)], [obtained by putting N = ∞ and A = 1 into (19) and (25)]
— but smaller (by a factor of 2/e) than the absolute maxima as per (30). [Similar results

obtain for
∣∣∣P(V)1 −

1
2

∣∣∣ / 1
2 = |P(V)1 − P(V)mw| /P(V)mw, whose maximization at A = 1

yields
∣∣∣P(V)1 −

1
2

∣∣∣
max

/
1
2 = |P(V)1 − P(V)mw|max

/
P(V)mw =

∣∣∣P(V|A = 1)1 −
1
2

∣∣∣ / 1
2 =

|P(V|A = 1)1 − P(V)mw |P(V)mw = 4 |V| /3ec.] For another example, 〈V〉2 and 〈〈V〉〉2
are maximized at A = 1

2 (< 1 as expected), but at the same values as 〈V〉1 and 〈〈V〉〉1,

respectively; and similarly for
∣∣∣P(V)2 −

1
2

∣∣∣ / 1
2 = |P(V)2 − P(V)mw| /P(V)mw.

By contrast, via inspection of (17), (21), and (27), 〈 f 〉N+ 1
2

(〈〈 f 〉〉N+ 1
2
) are maximized by: (a)

first, setting 〈 f 〉N+ 1
2
= 〈 f 〉 1

2
(〈〈 f 〉〉N+ 1

2
= 〈〈 f 〉〉 1

2
), thereby maximizing (F + R− 1)N at unity

=⇒ maximizing (2e−A − 1)N at unity; and (b) then, setting d(Ae−A)/dA = 0 =⇒ A =
1 =⇒ (Ae−A)max = e−1. We thus obtain the absolute maxima

〈 f 〉N+ 1
2 ,max = 〈 f 〉 1

2

∣∣∣ (A = 1) = 4M |V|3 /3ecL

=⇒ 〈〈 f 〉〉N+ 1
2 ,max = 〈〈 f 〉〉 1

2

∣∣∣ (A = 1) = 4M
〈〈
|V|3

〉〉
mw

/
3ecL =

4[2(kT)3/M]1/2

3ecL
. (32)
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Time evolution of 〈 f 〉N+ 1
2

and 〈〈 f 〉〉N+ 1
2

towards 0 as N −→ ∞ is monotonic and asymptotic
through positive values for all N ≥ 0 if 0 < F + R − 1 < 1 =⇒ ln 2 > A > 0,
diminishing-oscillatory through positive (negative) values at all even (odd) N ≥ 0 if −1 <

F + R− 1 < 0 =⇒ ∞ > A > ln 2, and complete at N = 1 if F + R− 1 = 0 =⇒ A = ln 2.
Thus, as per (18) and (28), in order to maximize 〈P∗〉N+ 1

2
(〈〈P∗〉〉N+ 1

2
) and hence, by Sect. 3,

−dS/dt — our primary challenge to the second law — we should not allow the Markovian
time evolution of our DP to approach as closely as is “practical” (as per the fifth paragraph
of this Sect. 4) to its final steady state N −→ ∞. Rather, we should allow this time
evolution to proceed only to Nopt + 1, where Nopt is the optimum finite value of N; also set
A at its corresponding optimum finite value Aopt (not A −→ 0); and then let the DP do work
against a conservative resisting force equal in magnitude but opposite in direction to 〈 f 〉Nopt+

1
2

(〈〈 f 〉〉Nopt+
1
2
) in this imposed steady state: Nopt and Aopt will be derived shortly. {If, instead, the

resisting force is nonconservative, e.g., friction, then 〈P∗〉N+ 1
2

and 〈〈P∗〉〉N+ 1
2

are still thereby
maximized, even though −dS/dt is then dissipated as fast as it is (re)generated via recycling
[recall the last two sentences of the paragraph containing (29)].} In special cases, particular
optimizations may correspond to the immediately aforementioned general ones, e.g., setting
θ = θopt (with θopt > 0 and finite) if 〈〈 f 〉〉N+ 1

2
= Mg sin θ

.
= Mgθ as per the sentence

immediately following (29).
As an aside, note that the DP’s Carnot-engine [17] power outputs, are maximized (at θ = 0) if
the Markovian time evolution of our DP is allowed to approach as closely as is “practical” (as
per the fifth paragraph of this Sect. 4) to its final steady state, with A −→ 0 and N −→ ∞ as
per the first sentence of the paragraph containing (30) and (31) [17], corresponding (as closely
as “practical”) to the absolute maxima given by (30) and (31).
Maximizing 〈P∗〉N+ 1

2
and 〈〈P∗〉〉N+ 1

2
with respect to N at given fixed F + R − 1 =⇒ given

fixed A, by setting

∂ 〈P∗〉N+ 1
2

/
∂N = 0 =⇒ ∂ 〈〈P∗〉〉N+ 1

2

/
∂N = 0, (33)

yields, for the optimum value of N,

Nopt = − ln(F + R)/ ln(F + R− 1) =⇒ Nopt = − ln(2e−A)/ ln(2e−A − 1). (34)

Obviously, (34) is valid only if 0 ≤ F + R − 1 < 1 =⇒ ln 2 ≥ A > 0. Also,
obviously, if (34) yields a non-whole-number value for Nopt, then the actual value of Nopt
equals the whole-number value either immediately smaller or immediately larger than the
non-whole-number value yielded by (34). If −1 < F + R − 1 ≤ 0 =⇒ ∞ > A ≥ ln 2, and
also if 0 ≤ F + R− 1 < 1 =⇒ ln 2 ≥ A > 0 but with F + R− 1 sufficiently close to 0 =⇒ A
sufficiently close to ln 2 such that (34) yields Nopt sufficiently close to 0 as opposed to 1, then
Nopt = 0.
By (34) and the three immediately following sentences: As F + R − 1 increases from 0 to
1 =⇒ A decreases from ln 2 to 0, Nopt increases monotonically from 0 to ∞. (By the fifth
paragraph of this Sect. 4, infinitesimally small 1− (F + R − 1) =⇒ infinitesimally small A
and infinitely large N are not “practical”.) By (18), (22), and (28), the immediately preceding
paragraph, and anticipating the two immediately following paragraphs: (a) If F + R − 1 =
0 =⇒ A = ln 2, then 〈P∗〉 1

2
> 0, 〈〈P∗〉〉 1

2
> 0, and, for all N ≥ 1, 〈P∗〉N+ 1

2
= 〈〈P∗〉〉N+ 1

2
= 0.
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(b) If −1 < F + R− 1 < 0 =⇒ ∞ > A > ln 2, then 〈P∗〉N+ 1
2
−→ 0 and 〈〈P∗〉〉N+ 1

2
−→ 0 via

ever-diminishing oscillations as N −→ ∞, being positive (negative) at all even (odd) N ≥ 0.
(c) If 0 < F + R − 1 < 1 =⇒ ln 2 > A > 0, then 〈P∗〉N+ 1

2
and 〈〈P∗〉〉N+ 1

2
may reach their

maxima at any N ≥ 0.
Only for N = 0 can 〈P∗〉N+ 1

2
and 〈〈P∗〉〉N+ 1

2
be maximized analytically with respect to A at

given fixed N by setting

∂ 〈P∗〉N+ 1
2

/
∂A = 0 =⇒ ∂ 〈〈P∗〉〉N+ 1

2

/
∂A = 0. (35)

For all N ≥ 1, (35) must be solved numerically. [We neglect the trivial analytical solution
of (35), which yields A = 0 and corresponds to 〈P∗〉N+ 1

2
= 〈〈P∗〉〉N+ 1

2
= 0 for all N ≥ 0.]

Solving (35) analytically for N = 0 yields, for the corresponding optimum value of A,

Aopt|(N = 0) = 1, (36)

and, for the corresponding maximum values of 〈P∗〉 1
2

and 〈〈P∗〉〉 1
2
,

〈P∗〉 1
2 ,max = 〈P∗〉 1

2

∣∣∣ (A = 1) = 8M |V|5 /[(3ec)2L] (37)

and

〈〈P∗〉〉 1
2 ,max = 〈〈P∗〉〉 1

2

∣∣∣ (A = 1) =
8M

〈〈
|V|5

〉〉
mw

(3ec)2L
=

64[2(kT)5/M3)]1/2

(3ec)2L
, (38)

respectively. Note that (36) is consistent with the third sentence following (34). Equal and/or
higher maxima — if any exist — of 〈P∗〉N+ 1

2
and 〈〈P∗〉〉N+ 1

2
for N ≥ 1 [corresponding to

Aopt(N) in the range to be given shortly by (39)], can be found numerically.
By (34) and the three immediately following sentences, corresponding to all maxima of
〈P∗〉N+ 1

2
[〈〈P∗〉〉N+ 1

2
] for all N ≥ 1 {whether or not any of these maxima equal or exceed

〈P∗〉 1
2 ,max of (37) [〈〈P∗〉〉 1

2 ,max of (38)]},

0 < Aopt|(N ≥ 1) ≤ [Aopt|(N = 1)]max < ln 2, (39)

where [Aopt|(N = 1)]max is, as per the third sentence following (34), the maximum value of
Aopt(N) that corresponds to N = 1 rather than to N = 0. Aopt(N) decreases monotonically
and asymptotically towards 0 as N −→ ∞. (But note the “practical” limits as per the fifth
paragraph of this Sect. 4.)
We conclude this Sect. 4 by considering [assuming, for simplicity, the specific F and R given by
the rightmost terms of (5) and (6), respectively], the quantity

F− R = 4Ae−A |V| /3c

=⇒ 〈〈F− R〉〉mw = 4Ae−A 〈〈|V|〉〉mw 3c = 4Ae−A(2kT/πM)1/2/3c, (40)

an important measure of the degree to which the randomness of our DP’s Brownian motion
is broken — and maximization thereof. [Considering any one given ± |V| pair, F− R does not
involve an average, and hence is not enclosed within single angular brackets in (40) and (41).]

292 Thermodynamics – Kinetics of Dynamic Systems



Time evolution of a modified Feynman ratchet with velocity-dependent fluctuations and the second law of thermodynamics 17

Maximizing F − R and 〈〈F− R〉〉mw with respect to A, i.e., setting d(Ae−A)/dA = 0 =⇒
A = 1 =⇒ (Ae−A)max = e−1, yields

(F− R)max = 4 |V| /3ec

=⇒ 〈〈F− R〉〉mw,max = 4 〈〈|V|〉〉mw /3ec = 4(2kT/πM)1/2/3ec. (41)

Given (41), all other measures of the degree to which the randomness of our DP’s Brownian
motion is broken are also maximized immediately following the first step of time evolution,
i.e., all other 〈Q〉N and 〈〈Q〉〉N are also maximized at N = 1 (if, e.g., Q = f or Q = P∗,
at the N = 0 −→ N = 1 transition, i.e., at the 1 st pawl-peg interaction) and at A = 1. If
Q = f , and possibly if Q = P∗, these maxima are absolute, i.e., not equaled or exceeded for
any transition ending at N > 1 — in contrast with maximization if, e.g., Q = V. For N > 1
(and for transitions ending at N > 1), (41) does not, in general, correspond to maximization of
〈Q〉N and 〈〈Q〉〉N (whether absolute or merely for the given N). [Note that, in contrast with
(41) — which corresponds to maximization at N = 1 (or at the N = 0 −→ N = 1 transition,
i.e., at the 1 st pawl-peg interaction) given A = 1 — completion of time evolution at N = 1
corresponds to F + R− 1 = 0 =⇒ A = ln 2.]

5. Scaling

Assuming uniform scaling and the validity of (28) and (38), DP size ∝ L and M ∝ L3,

so 〈〈P∗〉〉N+ 1
2

∝ L−11/2; and power density ∝ 〈〈P∗〉〉N+ 1
2

/
L3 ∝ 〈〈P∗〉〉N+ 1

2

/
M ∝

L−17/2. Thus, 〈〈P∗〉〉N+ 1
2

is maximized by minimizing system size, and 〈〈P∗〉〉N+ 1
2

/
L3 ∝

〈〈P∗〉〉N+ 1
2

/
M is maximized even more strongly by both minimizing system size and

maximizing the number of systems operating in parallel [18]. Also, both power and power
density scale as T5/2. As per (29), maximizing power (power density) also maximizes the time
rate of the associated total negentropy production (total negentropy production density).
In correction of a previous error [19], |T+(V)− T−(V)| = 4T |V| /3c, the magnitude of the
temperature difference between the +X and −X disk faces corresponding to V = ± |V| [as
per (2), the two immediately following sentences, and the paragraph immediately thereafter],
cannot be reduced via diffraction of EBR around the disk, not even if the disk’s diameter
and thickness are small (linear dimensions � hc/kT) or even very small (linear dimensions
� hc/kT) compared with the wavelength of a typical EBR photon at temperature T (≈ hc/kT)
[20]. An EBR photon approaching the disk from, e.g., the +X direction cannot, say, be
diffracted into a “U-turn” path, thence impinging on the disk from the −X direction: this
requires (forbidden) backwards propagation of Huygens’ wavelets [20b,20c] and violates
conservation of momentum [20c]! (Diffraction can, of course, occur “around a corner”, but
not into a U-turn path [20b,20c].) Diffraction is thereby forbidden from reducing the opacity
of a small (linear dimensions � hc/kT) or even of a very small (linear dimensions � hc/kT)
disk and hence from degrading |T+(V)− T−(V)| [20b,20c].
Nevertheless, diffraction aside, a small (linear dimensions � hc/kT) disk, and especially a very
small (linear dimensions� hc/kT) disk, typically does suffer from small opacity. For a typical
very small (linear dimensions � hc/kT) disk, the efficiency of absorption/(re)radiation of
EBR per unit of DP volume (and hence, assuming uniform scaling, also per unit of DP mass)
is independent of DP size [21] — thereby rendering a very thin (thickness � hc/kT) disk
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highly transparent. Said transparency degrades DP performance by (a) reduced probability
of absorption/(re)radiation of any given EBR photon, and (b) rendering the pawl almost as
likely to be impinged on by an EBR photon that is absorbed/(re)radiated emanating from the
−X direction as by one emanating from the +X direction. Hence, typically, for such a pawl,

T+(V) = T
(

1 + 2γV
3c

)
, where 0 < γ � 1, i.e., |T+(V)− T| = 1

2 |T+(V)− T−(V)| is seriously
degraded in comparison with (2) — and thus DP performance is also seriously degraded. Since
small DP size (and mass) without appreciable degradation of DP performance is necessary for
significant — or even measurable — power and negentropy production densities, the question
arises as to whether or not said degradation in small (linear dimensions � hc/kT), and even
very small (linear dimensions� hc/kT), DPs can be overcome.
Perhaps, it can be overcome via a DP possessing one or more of the following untypical
properties: (a) Overlapping resonances: If the DP is comprised of atoms and/or molecules
whose resonances overlap to significantly “cover” the Planck spectrum corresponding to T,
then the DP might be highly opaque even if it is very small (linear dimensions � hc/kT)
[22]. (b) An internal reflective shield: A nonreflective [purely absorptive/(re)radiative]
nonresonant material cannot be both thin (� hc/kT) and opaque to EBR corresponding
to T [23]. But a reflective material (even if nonresonant) can be [24]. Therefore, a thin
reflective (if also resonant, so much the better) midsection comprising the “center slab” of
the disk separates its absorptive/(re)radiative +X and −X faces not only spatially, but
— more importantly — thermally. [Of course, whether or not such a reflective shield
is present, the +X and −X disk faces themselves must be absorptive/(re)radiative — not
reflective: any purely reflective material obviously can never (re)thermalize!] (c) Alternatively,
perhaps a nonrelativistic positive-rest-mass thermal background medium at temperature T
might be made preponderant over the EBR [25], in which case c −→ |U|, with |U| on the
order of a typical thermal or sonic molecular speed in said medium, rather than the speed
of light in vacuum — which yields the advantage, for any given DP size and mass, of
|U| � c =⇒ |V| / |U| � |V| /c [25]. A further advantage obtains if DP size and mass
given a nonrelativistic positive-rest-mass thermal background medium being preponderant
over the EBR can be smaller than those given the EBR being the sole thermal background
medium. (Even given a nonrelativistic positive-rest-mass thermal background medium
being preponderant over the EBR, there seems to be no advantage in “excluding” the EBR
corresponding to T: such “exclusion” begins to obtain if the DP is enclosed within, say, a
conducting shell of diameter � hc/kT ≈wavelength of typical EBR photon at temperature T,
and obtains strongly if said diameter� hc/kT.)

6. A digression concerning limited aspects of DP operation in the quantum regime

For brevity in notation in this Sect. 6, we first define, in the classical regime,

F ≡
1
2
(μ + ε) (42)

and
R ≡

1
2
(μ− ε). (43)
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Note that (42) and (43) imply, and are implied by,

μ ≡ F + R (44)

and
ε ≡ F− R. (45)

Also, for simplicity, in this Sect. 6, we consider any one given± |V| pair, i.e., any one given |V|;
except for the last paragraph thereof, wherein averages over all ± |V| pairs, i.e., over all |V|,
are briefly mentioned.
Applying (44) and (45) in the classical regime, we can rewrite the last line of (10), (11), (15),
(16), (17), and (18), respectively, as

P(±)N =
1
2

{
1±

ε[1− (μ− 1)N ]

2− μ

}
, (46)

〈V〉N = |V|
ε[1− (μ− 1)N ]

2− μ
, (47)

〈V〉N+ 1
2
= |V|

ε[2− μ(μ− 1)N ]

2(2− μ)
, (48)

〈ΔV〉N+ 1
2
= |V| ε(μ− 1)N , (49)

〈 f 〉N+ 1
2
=

(
MV2

L

)
ε(μ− 1)N , (50)

and

〈P∗〉N+ 1
2
=

(
M |V|3

2L

)
ε2(μ− 1)N [2− μ(μ− 1)N ]

2− μ
. (51)

The ε-, μ-, and N-functionalities are mutually independent. At constant μ and N [except for

the trivial case N = 0 in (46) and (47), corresponding to
∣∣∣P(±)0 −

1
2

∣∣∣ = 0 and to 〈V〉0 = 0,

respectively], all 〈Q〉N , as per (46) – (51), are ∝ ε (except 〈P∗〉N+ 1
2

∝ ε2).
We now explore limited aspects of DP operation in the quantum regime, considering
the pawl’s quantum-mechanical tunneling through [26a] (or quantum-mechanical — as
opposed to classical — jumping over [26b]) pegs when it would classically bounce, and its
quantum-mechanical reflection or bouncing from pegs when it would classically jump [26].
For simplicity, we assume in this Sect. 6 — as we do throughout this chapter — (in addition
to our nonrelativistic assumptions as per the last sentence of the paragraph immediately
following Fig. 1): (a) that m 〈|v|〉mw (Z − Zmin)scale = m(2kT/πm)1/2(kT/mg) =
(2/πm)1/2(kT)3/2/g ≈ (kT)3/2/m1/2g � h, so that the pawl’s Z-directional thermal
(Brownian) motion can still be treated classically; (b) that M 〈|V|〉mw L = M(2kT/πM)1/2L =
(2kTM/π)1/2L ≈ (kTM)1/2L � h, so that the DP’s X-directional thermal (Brownian) motion
can still be treated classically; and (c) that the combined pawl-plus-peg X-directional thickness
is � L, so that quantum-mechanically (as well as classically) Δt is only negligibly affected
thereby.
Classically, given DP Brownian motion at V = + |V|, the pawl’s altitude at pawl-peg
interaction is Z > H (Zmin ≤ Z < H) with probability F (1 − F), corresponding — with
certainty — to the interaction being a jump (bounce). By contrast, in the quantum regime,
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the pawl can, with nonzero probability, tunnel through [26a] (or quantum-mechanically — as
opposed to classically — jump over [26b]) a peg if Zmin ≤ Z < H, and reflect or bounce
from a peg if Z > H [26]. Within approximations (a) and (b) as per the immediately
preceding paragraph, quantum-mechanically — as classically — given DP Brownian motion
at V = + |V|, the pawl’s altitude at pawl-peg interaction is Z > H (Zmin ≤ Z < H)
with probability F (1 − F). But, quantum-mechanically [26]: (i) if Zmin ≤ Z < H, then
the pawl will jump with probability (1− F)τ+ and bounce with probability (1− F)(1− τ+),
where τ(+ |V|) ≡ τ+ is the quantum-mechanical probability of tunneling given V = + |V|,
integrated over the range Zmin ≤ Z < H. And, (ii) if Z > H, then the pawl will jump
with probability F(1− ρ+) and bounce with probability Fρ+, where ρ(+ |V|) ≡ ρ+ is the
quantum-mechanical probability of reflection or bouncing given V = + |V|, integrated over
the range Z > H. This paragraph obviously also obtains given DP Brownian motion at
V = − |V|, as per the substitutions V = + |V| −→ V = − |V|, F −→ R, τ(+ |V|) ≡ τ+ −→
τ(− |V|) ≡ τ−, and ρ(+ |V|) ≡ ρ+ −→ ρ(− |V|) ≡ ρ−. Explicitly, applying (3) – (6) with
Hnet ≡ H− Zmin −→ Z− Zmin, to first order in |V| /c,

τ± ≡ τ(± |V|) = 〈τ(± |V| , Z)〉 =

∫ H
Zmin

τ±(Z)P(Z|V = ± |V|)dZ∫ H
Zmin

P(Z|V = ± |V|)dZ

=

∫ H
Zmin

τ±(Z)
(

1± 2mg(Z−Zmin)|V|
3kTc

)
e−mg(Z−Zmin)/kTdZ∫ H

Zmin

(
1± 2mg(Z−Zmin)|V|

3kTc

)
e−mg(Z−Zmin)/kTdZ

(52)

and

ρ± ≡ ρ(± |V|) = 〈ρ(± |V| , Z)〉 =

∫ ∞
H ρ±(Z)P(Z|V = ± |V|)dZ∫ ∞

H P(Z|V = ± |V|)dZ

=

∫ ∞
H ρ±(Z)

(
1± 2mg(Z−Zmin)|V|

3kTc

)
e−mg(Z−Zmin)/kTdZ∫ ∞

H

(
1± 2mg(Z−Zmin)|V|

3kTc

)
e−mg(Z−Zmin)/kTdZ

. (53)

Applying (52) qualitatively [26], for any |V| > 0, τ+ > τ−, because, given Zmin ≤ Z < H, Z is
[as per (3) – (6) with Hnet ≡ H − Zmin −→ Z− Zmin] more probably closer to H if V = + |V|
than if V = − |V|. Similarly, applying (53) qualitatively [26], for any |V| > 0, ρ− > ρ+,
because, given Z > H, Z is [as per (3) – (6) with Hnet ≡ H − Zmin −→ Z − Zmin] more
probably closer to H if V = − |V| than if V = + |V|.
Thus, letting the subscript “q” denote “quantum-mechanical”, we have {as the
quantum-mechanical analog of (5), (9a), and (42) [within said approximations (a) and (b)]}, for
the overall probability, integrated over all Z ≥ Zmin, given DP Brownian motion at V = + |V|,
of a pawl-over-peg jump in the +X direction,

Fq = F(1− ρ+) + (1− F)τ+. (54)

Similarly, {as the quantum-mechanical analog of (6), (9b), and (43) [within said
approximations (a) and (b)]}, the overall probability, integrated over all Z ≥ Zmin, simply
via DP Brownian motion at V = − |V|, of a pawl-over-peg jump in the −X direction is
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Rq = R(1− ρ−) + (1− R)τ−. (55)

All classical results in this chapter are modified in the quantum regime — within said
approximations (a) and (b) — simply via the substitutions F −→ Fq and R −→ Rq. Also,
note that the correspondence principle is obeyed: purely classical behavior is recovered in the
limits τ+ −→ 0, τ− −→ 0, ρ− −→ 0, and ρ+ −→ 0.
For still greater brevity in notation, we define, for the remainder of this Sect. 6,

Στ ≡ τ+ + τ−, (56)

Σρ ≡ ρ− + ρ+, (57)

Δτ ≡ τ+ − τ− > 0, (58)

and
Δρ ≡ ρ− − ρ+ > 0. (59)

The inequalities in (58) and (59) are justified by the two sentences immediately following (53).
Applying (42) – (45) and (54) – (59), we have, as the quantum-mechanical analogs — within
said approximations (a) and (b) — of (44) and (45), respectively,

μq ≡ Fq + Rq

= F(1− ρ+) + (1− F)τ+ + R(1− ρ−) + (1− R)τ−
= F + R− F(ρ+ + τ+)− R(ρ− + τ−) + τ+ + τ−

= μ−
1
2
(μ + ε)(ρ+ + τ+)−

1
2
(μ− ε)(ρ− + τ−) + τ+ + τ−

= μ−
μ

2
(Σρ + Στ) +

ε

2
(Δρ− Δτ) + Στ (60)

and

εq ≡ Fq − Rq

= F(1− ρ+) + (1− F)τ+ − [R(1− ρ−) + (1− R)τ−]

= F− R− F(ρ+ + τ+) + R(ρ− + τ−) + τ+ − τ−

= ε−
1
2
(μ + ε)(ρ+ + τ+) +

1
2
(μ− ε)(ρ− + τ−) + τ+ − τ−

= ε +
μ

2
(Δρ− Δτ)−

ε

2
(Σρ + Στ) + Δτ. (61)

As per the sentence containing (46) and the two sentences immediately following (55), the
classical (46) – (51) are modified in the quantum regime — within said approximations (a) and
(b) — simply via the substitutions ε −→ εq and μ −→ μq.
We now consider the simplest nontrivial special case, which obtains at N = 1 in (46) and (47),
and at the N = 0 −→ N = 1 transition in (48) – (51). [The trivial case is: N = 0 in (46)
and (47): recall the second sentence following (51).] In this simplest nontrivial special case,
ε-dependence alone obtains [recall the paragraph immediately following (51)]. Can εq > ε
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obtain, i.e., can a quantum DP [within said approximations (a) and (b)] outperform a classical
DP in this simplest nontrivial special case? Applying (45) and (61) yields

εq > ε =⇒
μ

2
(Δρ− Δτ)−

ε

2
(Σρ + Στ) + Δτ > 0

=⇒
ε(Σρ + Στ)

Δτ
+ μ

(
1−

Δρ

Δτ

)
< 2. (62)

Owing to algebraic difficulty, it is unclear whether or not (62) can be fulfilled for any physically
realistic values of quantities appearing therein, let alone whether or not εq,max > εmax.
The second-simplest nontrivial special case — entailing the (mutually independent) ε- and μ-
functionalities — obtains in the limit N −→ ∞ (within “practical” limits as per the fifth
paragraph of Sect. 4) in (46) – (48). Applying (44), (45), (60), and (61) yields, in this
second-simplest nontrivial special case, as the requirement for a quantum DP [within said
approximations (a) and (b)] to outperform a classical DP,

εq

2− μq
>

ε

2− μ

=⇒
ε +

μ
2 (Δρ− Δτ)− ε

2 (Σρ + Στ) + Δτ

2− [μ−
μ
2 (Σρ + Στ) + ε

2 (Δρ− Δτ) + Στ]
>

ε

2− μ

=⇒ (2− μ) [ε +
μ

2
(Δρ− Δτ)−

ε

2
(Σρ + Στ) + Δτ]

> ε{2− [μ−
μ

2
(Σρ + Στ) +

ε

2
(Δρ− Δτ) + Στ]}

=⇒

[
μ−

1
2
(μ2 − ε2)

]
(Δρ− Δτ) + (2− μ)Δτ > εΣρ

=⇒ μ

(
1−

1
2

μ

)
(Δρ− Δτ) + (2− μ)Δτ > εΣρ. (63)

The last step of (63) is justified because [given the specific F and R as per the rightmost terms
of (5) and (6), respectively, and applying (42) – (45)] ε2 � μ2. It is even less clear — owing to
greater algebraic difficulty — whether or not (63) can be fulfilled for any physically realistic
values of quantities appearing therein, let alone whether or not [εq/(2− μq)]max > [ε/(2−
μ)]max can obtain.
Owing to still greater algebraic difficulty, we will not specifically consider the completely
general case — entailing all three (mutually independent) ε-, μ-, and N-functionalities.
By averaging over all ± |V| pairs, i.e., over all |V| — similarly as for our classical DP [as per
the third paragraph and last four paragraphs of Sect. 2, and in light of the two sentences
immediately following (55) and that immediately following (61)] — overall quantum DP
behavior [within said approximations (a) and (b)] can be similarly derived.

7. Conclusion

In the original classic “Ratchet and Pawl” chapter [4], Feynman’s upshot concerning the
“Ratchet and Pawl” elucidates the Zhang [1] formulation of the second law:

“In spite of all our cleverness of lopsided design, if the two temperatures are exactly
equal there is no more propensity to turn one way than the other. The moment we
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look at it, it may be turning one way or the other, but in the long run it gets nowhere.
The fact that it gets nowhere is really the fundamental deep principle on which all of
thermodynamics is based.”

Feynman’s ratchet (which manifests only non-velocity-dependent fluctuations) can operate —
albeit not in violation of the second law — if negentropy (and hence free energy) is supplied
thereto, i.e., at non-TEQ; e.g., (a) if the two temperatures are unequal, or (b) if the pawl —
assumed to have a sufficiently short thermal response time — is heated (cooled) whenever the
wheel turns in the Forward (Reverse) direction.
But Feynman’s classic ratchet and pawl manifests asymmetry, i.e., lopsidedness, only
geometrically, i.e., only in coordinate space alone. By contrast, velocity-dependent fluctuations
— which spontaneously break the randomness of our DP’s Brownian motion at TEQ —
manifest asymmetry, i.e., lopsidedness, in velocity or momentum space, hence allowing
operation despite TEQ: Velocity-dependent fluctuations execute procedure (b) as stated in the
immediately preceding paragraph, but spontaneously, i.e., without cost in negentropy (and
hence in free energy). Of course, our DP is also asymmetrical geometrically: geometrical
(coordinate-space) asymmetry plays an auxiliary yet necessary role in the case of our
DP — and perhaps in general — to momentum-space-asymmetrical velocity-dependence
of fluctuations in the spontaneous breaking of the randomness of Brownian motion at
TEQ. But geometrical (coordinate-space) asymmetry alone does not imply the velocity- or
momentum-space asymmetry that seems to be the central requirement for this spontaneous
randomness-breaking.
If the impedance to Brownian-motional velocity V is thus an asymmetrical function of V itself,
then can the randomness of V be spontaneously broken, thereby challenging the Zhang [1]
formulation — and hence, as per the last four paragraphs of Sect. 3, all formulations — of the
second law?
The correspondence principle requires that the following necessary — albeit, of course, not
sufficient — condition must be satisfied by any valid new and/or generalized scientific theory:
the new and/or generalized theory must reduce to any more restricted theory that is a special
case thereof within the more restricted theory’s (narrower) range of validity. Our theory
challenging the second law via velocity-dependence of fluctuations is in accordance with the
correspondence principle: it predicts that the second law and all results based thereon remain
inviolate if velocity-dependence of fluctuations vanishes.
Of course, the five immediately preceding paragraphs do not preclude unrelated challenges
to the second law that are not based on velocity-dependence of fluctuations [5–10].
Also, obviously, the five immediately preceding paragraphs do not imply that every
velocity-dependent effect can spontaneously break the randomness of Brownian motion
at TEQ — challenging the second law. For example, it seems unlikely that the Lorentz
force — and hence, by extension, any nondissipative velocity-dependent force that acts
perpendicularly to the velocity itself (i.e., to the direction of motion), and hence which can
do no work — can thus challenge the second law [27]. [Note: The Zhang formulation
of the second law, enunciated in Ref. [1a] (and restated in the first two paragraphs of
Sect. 1, with further discussions in the last four paragraphs of Sect. 3, of this present
chapter), is valid irrespective of whether or not (nondissipative) velocity-dependent forces
acting perpendicularly to the velocity itself (i.e., to the direction of motion), and hence which
can do no work — such as the Lorentz force — can challenge the second law.] Also, of course,
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(in general, velocity-dependent) dissipative frictional forces do not challenge the second law —
rather, friction (whether velocity-dependent or not) manifests the second law.
Questions that have not been addressed or answered in this present chapter imply the
following: (i) resolving the challenge to the second law (pro or con) posed by our classical
velocity-dependent DP model, i.e., posed by our DP per se [as developed initially in
Ref. [3k] and more quantitatively both in this present chapter and in previous shorter
versions [28] thereof], and posed by possible classical generalizations of our DP model; (ii)
investigating alternative derivations relevant to our DP model; (iii) more thorough study
of quantum-mechanical velocity-dependent models; (iv) possible generalization of source(s)
of velocity-dependence — in both the classical and quantum regimes — to other than the
Doppler effect, if such source(s) exist; (v) investigating whether or not geometrical asymmetry
is always an auxiliary requirement to velocity-dependence of fluctuations for our challenge to
the second law, and the issue of auxiliary requirement(s) in general (in both the classical and
quantum regimes); (vi) understanding which manifestation(s) of velocity-dependence can or
cannot challenge the second law in both the classical and quantum regimes — recall the last
four sentences of the immediately preceding paragraph; and (vii) investigating relationship(s)
to other (classical and quantum) challenges to the second law [5–10], including a search for
unifying principle(s) behind challenges thereto — whether based on velocity-dependence of
fluctuations or not (recall the immediately preceding paragraph).
Perhaps, in passing, it might be noted that there have also been challenges — albeit unrelated
to this present chapter — to the first [29] and third [30] laws of thermodynamics.
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9. List of symbols

thermodynamic equilibrium TEQ
Cartesian coordinates in right-handed Cartesian coordinate
system in 3-dimensional Euclidean space
right-left directional axis, positive to right X
into-page/out-of-page directional axis, positive into page Y
vertical directional axis, positive upwards Z
(Z-directional) height of pegs H
Z is also used for the altitude of the pawl, which is constrained
from below at Zmin. Thus, the net height of the pegs is Hnet ≡
Z− Zmin .
X-directional spatial separation between adjacent pegs L
disk-and-pawl system DP
mass of disk m′

mass of pawl m
mass of disk-and-pawl system M = m′ + m
X-directional velocity of disk-and-pawl system (DP) V
gravitational acceleration g
speed of light c
Kelvin temperature T
Boltzmann’s constant k
equilibrium blackbody radiation EBR
dimensionless gravitational potential energy parameter of pawl
corresponding to it just barely clearing the pegs

A ≡ mgHnet/kT

angle of impingement, away from the normal or perpendicular,
of a given EBR photon on the right disk face (which includes the
pawl)

α

Kelvin temperature of EBR impinging on the right disk face,
including the pawl

T+

Kelvin temperature of EBR impinging on the left disk face T−
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probability P
probability of the pawl clearing a peg when the DP is moving in
the forward or +X direction

F

probability of the pawl clearing a peg when the DP is moving in
the reverse or −X direction

R

time t
time interval between consecutive pawl-peg interactions (which
could be either jumps or bounces)

Δt

time step in discrete Markovian time evolution (discrete time) N
change in V between consecutive pawl-peg interactions (which
could be either jumps or bounces)

ΔV

force exerted on DP by pegs f
power output of DP P∗

general quantity Q
entropy S
angle of incline (upwards towards the right, i.e., towards the +X
direction)

θ

Planck’s constant h
speed of gas molecules surrounding DP if DP is not (as we
usually assume) surrounded only by EBR in vacuum

U

μ ≡ F + R
ε ≡ F− R
quantum-mechanical probability of the pawl tunneling through
a peg when it is not high enough to clear a peg classically, i.e.,
when Zmin ≤ Z < H

τ

quantum-mechanical probability of the pawl bouncing from a
peg when it is high enough to clear a peg classically, i.e., when
Z > H

ρ

List of subscripts

minimum min
net net
maximum max
optimum opt
Maxwellian mw
quantum q
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Reference [6g] was Dr. V. Čápek’s last paper before he passed away. Therein, Dr. V.
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1. Introduction  

Developments in biotechnology have led to an enormous increase in the exposure of 
proteins and enzymes (biomolecules) to non-biological solid surfaces in applications such as 
artificial implants, purification strategies, biosensors, and drug delivery systems. 
Biotechnological and biomedical applications requiring adhesion, adsorption, 
biocompatibility, permeability and/or other properties depend on the surface properties of 
the material significantly (Arica et al., 2010; Karagoz et al., 2010; Nakanishi, 2001; Luo and 
Andrade, 1998). 
Besides the practical importance of gaining knowledge on biomolecule structures in the 
adsorbed state, it is also important to understand the adsorption-induced structural changes 
from a more fundamental view-point as rearrangements in the biomolecule structure are 
seen as an important driving force for adsorption to take place. The adsorption of a 
biomolecule to a surface usually produces a change in its physicochemical properties, which 
may affect the biological functioning of the molecule. Biomolecule adsorption is a complex 
process in which the structural stability of a biomolecule, the ionic strength and the pH of 
the solution and surface properties of sorbent are known to influence the affinity of a 
biomolecule for a given interface (Giacomelli and Norde ,2001; Norde, 2000). 
Soil extracellular enzymes, like other proteins, are adsorbed on many surfaces, particularly 
on clay minerals, which have high specific surface areas, and so are likely to be 
predominantly in an adsorbed state for example, the system of bovine serum albumin (BSA) 
and silica particles has extensively been investigated. There are a number of studies related 
to the biomolecule adsorption on oxide surfaces such as silica particles, montmorillonite, 
hydroxyapatite, TiO2 particles, chitosan, stainless steel surface or mica. However, 
understanding the mechanism of biomolecule adsorption and evaluating the impact on 
practical applications is very important (Kondo et al., 1992 and 1993a; Buijs et al., 1996). On 
the other hand, many protocols for enzyme immobilization involve irreversible binding to a 
functionalized support. In the reversible enzyme immobilization, the supports could be 
regenerated using a suitable desorption agent, and they be recharged again with a fresh 
enzyme. In the reversible enzyme immobilization, the supports could be regenerated using 
a suitable desorption agent, and they be recharged again with a fresh enzyme. On the other 
hand, when the covalently immobilized enzyme becomes inactivated upon use both the 
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enzyme and the support should be eliminated as wastes (Bayramoglu et al., 2010, Zhou, 
2010; Wang et al., 2010; Bolivar et al., 2009). 
Sepiolite is an oxide mineral with a unit cell formula Si12O30Mg8(OH,F)4(H2O)4.8H2O 
(Ahlrichs et al., 1975). In some aspects sepiolite is similar to other 2:1 trioctahedral silicates, 
such as talc, molecule formula is Mg3Si4O10(OH)2 (Rytwo et al., 2002; Grim, 1968). Sepiolites, 
which form an important group of clay minerals, are a magnesium silicate and currently 
used in a number of different applications such as many industrial, catalytic and 
environmental applications, most of which are similar to those of the more traditional clays. 
Because of their structural morphology, sepiolites have received considerable attention with 
regard to the adsorption of organics on the clay surfaces and to their use as support for 
catalysts (Frost and Ding, 2003). The abundance and availability of sepiolite mineral reserves 
as a raw material source and its relatively low cost guarantee its continued utilization in the 
future, and most of the world sepiolite reserves are found in Turkey. Sepiolite is a good 
adsorbent for organic species because it exhibits a variety of attractive properties such as 
high specific surface area, high porosity (50.8%) (Göktas et al., 1997), and surface activity. 
Sepiolite is therefore used in a spectrum of areas where sorptive, catalytic, and rheological 
properties are exploited. The sorption ability of sepiolite is mainly ascribed to its high 
surface area. Thus, it is commonly used in oil refining; wastewater treatment; the removal of 
drug, and pesticide carriers; paper and detergent; etc. (Sabah and Çelik, 2002). 
Investigations on sepiolite have so far focused more on its sorptive properties and attempts 
have been made to increase its surface area.  
Caseins are frequently used as an additive in food, paint, glue etc. (Walstra and Jenness, 
1984) where their amphiphilic properties are utilised to modify various types of interfaces. 
The main proteins in renneted milk comprise as1-, as2-, β-, and para κ-casein. Of these four 
caseins, para-k-casein is known to be bound closely to the surface of casein micelles. The 
hydrophobic plots of amino acid residues in as2- and κ-casein suggest that they have surface 
active properties (Dalgleish, 1993) and that these proteins may also be located on the 
micellar surface. This being the case, as2-, β-, and para κ-casein are likely candidates for 
binding to the surface of fat globules. β -casein (together with aS1-casein) is the most 
abundant protein among the four caseins present in cow’s milk (Dickinson, 1999). The 
biological role of casein molecules includes the sequestration of amorphous calcium 
phosphate to form stable complexes in milk (Holt, 1998; Holt and Sawyer, 1988; Holt et al., 
1996; Walstra and Jenness, 1984). Caseins are also frequently used as additives in food, 
paint, glue and coating colours for paper (Walstra and Jennes, 1984). Knowledge of the 
mechanisms by which caseins adsorb is therefore of great interest in many colloid-related 
industries. 
Catalase (hydrogen peroxide oxidoreductase) is an enzyme normally found in the 
peroxisomes of nearly all aerobic cells and serves to protect the cell from the toxic effects of 
hydrogen peroxide by catalyzing its decomposition into molecular oxygen and water 
without production of free radicals. The reaction of catalase in the decomposition of 
hydrogen peroxide is: 2H2O2  2H2O + O2. Herein, catalase has useful applications in 
various industrial fields, such as food industry, textile industry, and in the analytical field as 
a component of hydrogen peroxide or glucose biosensor systems (Horst et al., 2006; Jürgen-
Lohmann and Legge, 2006; Yoshimoto et al., 2007). However, there are many limitations for 
the free enzymes. Enzymes are unstable, having a short lifetime in the circulation, and 
causing toxic reactions (Jiang and Zhang, 1993; Shentu et al., 2005; Özlem Alptekin et al., 
2009; Ran et al., 2009). These drawbacks can be partially eliminated by immobilizing enzyme 
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onto solid carriers. Hence, immobilization is an indispensable step in the preparation of the 
biocatalyst for industrial application. It has many well known advantages, all affecting the 
production cost (Çetinus and Nursevin Öztop, 2003; Choi and Yiu, 2004; Liu et al., 2009). 
With immobilized or adsorbed enzymes, improved stability, reusability, continuous 
operation, possibility of better control of reactions, high purity and product yields and 
hence, more favorable economic factors can be expected (Kennedy and Melo, 1990). 
In this study, the adsorption, electrokinetic properties of biomolecules such as casein and 
catalase onto sepiolite surface were studied as a function of incubation time, concentrations 
of biomolecules, pH of the solution and temperature. In addition, thermodynamics, some 
parameters of kinetics and activity of catalase were studied.  

2. Material and methods 

Catalase (hydrogen peroxide oxidoreductase) from bovine liver, was obtained from Sigma 
Chemical Co. and casein was obtained from Merck. Sepiolite was obtained from Aktas 
Luletasi Co. (Eskisehir, Turkey). The chemical composition of the sepiolite determined by 
XRF is given in Table 1. Sepiolite sample was treated before using in the experiments as 
follows (Alkan et al., 2006). All other chemicals used were of analytical grade. All water 
used was of MilliQ quality or doubly distilled.  
 

Constituent 
Percentage 

present 
SiO2 
Al2O 
CaO 
Fe2O3 
MgO 
NiO 
LoI 

53.47 
0.19 
0.71 
0.16 

23.55 
0.43 

21.49 

Table 1. Chemical composition of sepiolite 

The cation exchange capacity (CEC) of the sepiolite used was determined by ammonium 
acetate method, the density by the picnometer method (Alkan et al., 2006) and the specific 
surface area by BET N2 adsorption by Micromeritics Flow Sorb II-2300 equipment. The 
results obtained are summarised in Table 2. 
 

CEC 
(meq/100 g) 

Density 
(g mL-1) 

Specific surface 
area  

(m2 g-1) 
22 2.2 318 

Table 2. Some physicochemical properties of sepiolite used in this study 

2.1 Zeta potential measurements 
The effects of biomolecules and concentration, pH on zeta potential were evaluated  
using a Zeta Meter 3.0 (Zeta Meter Inc.) equipped with a microprocessor unit (Alkan  
et al., 2005). The instrument automatically calculates the electrophoretic mobility of  
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the particles and converts it to the zeta potential using the Smoluchowski equation as 
follows: 

 ζ = 4πVtE/D (1) 

where E is electrophoretic mobility; Vt is viscosity of the suspending liquid; D is dielectric 
constant; π is constant and ζ is zeta potential. In this procedure, the solid samples were 
transferred to 250 mL polyethylene bottle in which 100 mL of an aqueous solution was 
added yielding final solid concentrations of 3 g L-1 for sepiolite. The samples were dispersed 
by a thermostatic shaker bath. The pH was measured with a combination electrode (Orion 
920A pH meter calibrated with pH 4.00, 7.00 and 10.00 standards) and adjusted by dropwise 
addition of HCl or NaOH solutions. After shaking overnight (24 h), the samples were 
allowed to stand for 5 min to let larger particles settle. An aliquot taken from the 
supernatant was used to measure the zeta potentials. The average of 15 measurements was 
taken to represent the measured potential. The applied voltage during the measurements 
generally was varied in the range of 50–150 mV. 

2.2 Adsorption experiments 
Adsorption experiments were carried out by shaking 0.3 g sepiolite samples with 100 mL 
aqueous solution at desired concentrations of bimolecules, various pHs (3–10), ionic strengths 
(1x10-4 – 2x10-1 mol L-1) and sodium phosphate buffer concentrations (1x10-4 – 2x10-1 mol L-1) 
for 24 h (the time required for equilibrium to be reached between biomolecules adsorbed and 
biomolecules in solution and equilibrium pHs for the suspensions). A thermostatic shaker bath 
was used to keep the temperature constant. All adsorption experiments were performed at 25 
0C. At the end of the adsorption period, the solution was centrifuged for 15 min at 5000 rpm 
and then the concentrations of the residual biomolecules, Ce, were determined by Bradford 
method (Bradford, 1976), using a Cary 1E UV-Visible Spectrophotometer (Varian). The 
amounts of biomolecules adsorbed were calculated from the concentrations in solutions before 
and after adsorption. 

2.3 Activity of catalase 
The activity of catalase was determined spectrophotometrically by direct measurement of 
the decrease in the absorbance of hydrogen peroxide at 240 nm due to its decomposition by 
the enzyme. Hydrogen peroxide solutions (40-200mM) were used to determine the activity. 
0.3 g of catalase adsorbed sepiolite particles were mixed with hydrogen peroxide solution in 
20 mM phosphate buffer (pH 7.0) at 22 0C. The absorbance of the reaction mixture was 
determined and the kinetic parameters of adsorbed catalase, Km (Michaelis constant) and 
Vmax (maximum reaction rate) for free and adsorbed catalase were determined by varying 
the concentration of hydrogen peroxide in the reaction medium. 

3. Results and discussion 

3.1 Isoelectric point (iep) of sepiolite 
The potential determining ions are those ions that establish or change the surface charge of a 
solid. Since potential determining ions control the surface reactions, it is an important 
parameter for identifying the adsorption mechanisms. For silicate type minerals potential 
determining ions are generally H+ and OH- ions. In addition, the H+ ions in solution 
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undergo exchange with some of the cations in the solid lattice leading to the consumption of 
H+ ions in suspension.  
For an oxide or clay, there is usually only one ionisable surface group, but that is amphoteric 
so it can take up either a proton or an OH- ion depending on the pH (Hunter, 2002): 

 SO-H + H+         SOH2
+

 
(2)

 

 
SO-H + OH_         SO- + H2O

 
(3)

 

at isoelectric point (iep), 

 [SOH2
+] = [SO- ]  

(4)
 

where ‘‘S’’ denotes the surface. 
When pH is equal pHiep, the net charge is zero. This pH corresponds to the presence of equal 
numbers of oppositely charged groups on the biomolecules. Such a neutral structure of 
charged groups is called a dipolar ion, or zwitterions. The iep of the sepiolite was 
determined by measuring the zeta potential as a function of pH (Fig. 1). The zeta potential is 
about 0 mV for sepiolite at around pH 6.6 in this studied pH range of 1.5–10. 
 

 
Fig. 1. The variation of zeta potential with pH of the sepiolite mineral. 

3.2 Adsorption capacities as a function of incubation time of sepiolite 
The adsorptions of casein and catalase on sepiolite were carried out in 0.001 M NaCl and 
0.02 M sodium phosphate buffer at pH 7.0 and 22 0C. The initial concentrations of 
biomolecules were 1.0 mg mL-1 and the solid concentration was 3 g L-1 for sepiolite. 
Measuring the concentration of biomolecules in solution at different incubation times 
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generated in a time course of the adsorption. The results are shown in Fig. 2. According 
toFig. 2, the time required to reach a stationary concentration is about 10 h. 

3.3 Adsorption of biomolecules onto sepiolite and zeta (ζ) - potential values 
Adsorption experiments were carried out at the same conditions with zeta potential 
experiments in order to correlate the adsorption performance with ζ-potential of sepiolite 
minerals. Fig. 3 shows the variation of zeta potential with biomolecule concentrations of 
sepiolite minerals in 0.02 M phosphate buffer and 0.001 M NaCl at pH 7.0 and 22 0C and Fig. 
4 the adsorption data obtained at the same conditions above. As seen in 4, the adsorption 
capacity of sepiolite has increased with increase in initial concentration of biomolecule, and 
the zeta potential of them has decreased with increase in initial concentration of biomolecule 
(less negative, see Fig.3). This means that the adsorption of biomolecules on solid increases 
when more biomolecules are available in solution. In fact that, the negative surfaces of solid 
are covered with biomolecules and they have less negative surface charge than their initial 
conditions. As a result, the ζ -potential of solid particles is decreased (less negative) but not 
positive at pH 7.0 because isoelectric points of biomolecules are lower than pH 7.0. The 
adsorbed biomolecules on sepiolite have negative charge so measured ζ -potential values 
must be negative.  
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Fig. 2. The adsorption of biomolecules onto sepiolite as a function of incubation time. 

Fig. 5 has shown the variation of zeta potential with equilibrium pH of various solid 
suspensions in 0.001 M NaCl, 0.02 M PO3-4 and 1.0 mg mL-1 biomolecule concentrations at  
22 0C, and Fig. 6 the variation of the biomolecule adsorption with equilibrium pH onto 
sepiolite in 0.001 M NaCl, 0.02 M PO3-4 concentrations at 22 0C. Liquid phase pH has an 
important effect in the biomolecule adsorption on adsorbent (Patwardhan and Ataai, 1997). 
As seen in Fig. 6, they were found that the maximum casein and catalase adsorption 

 
t (0C) : 22 
pH : 7 
[NaCl] 

[ 3
4PO  ] 

:
: 

0.001 M 
0.02 M 

C0 : 1 mg mL-1 
■ : Catalase 
Δ : Casein 
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occurred at about pH 7 and pH 5.8, close to the isoelectric point of biomolecules. Since 
biomolecules are also negatively charged at pH values higher than about 5.8, the 
electrostatic repulsion between solid surface and biomolecules may prevent the binding of 
molecules onto sepiolite, leading to the decrease of biomolecule adsorption in the pH range 
of 6.0–10.0. 
 

 

 
Fig. 3. The variation of zeta potential with biomolecule concentration of sepiolite minerals in 
aqueous solutions. (Experimental cond. 220C, pH 7, [PO43-]: 0.02 M, [NaCl]: 0.001 M) 

Addition of protein to the solution has a profound effect on the electrokinetic properties of 
solid particles (Giacomelli et al., 1997). Iep of sepiolite with catalase have been shown in Fig. 
5. Catalase adsorption has caused a change in the ζ-potential or electrophoretic mobility in 
the entire pH range and shifted the iep of the solid particles from approximately 6.1 for 
sepiolite; which is the iep of catalase in solution. The casein-covered sepiolite samples have 
no isoelectric point in the studied pH range of 7–10. Because casein molecules doesn’t solve 
in solution when the solution pH was acidic solutions and measure the ζ-potential or 
electrophoretic mobility and etc. correctly. A fairly similar trend has been reported by 
Giacomelli et al.,2001 and they found iep of the BSA-covered TiO2 particles as pH 4.5; Shi et 
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al. investigated for the adsorption of BSA on chitosan-coated silica and found a high 
adsorption at pH 5.0; Sharma and Agarwal found a maximum adsorption at pH 8.0, for the 
adsorption of wheat germ agglutinin (pHiep 8.7) to tris(2-aminoethyl)amine-Ni(II) on 
Sepharose CL-6B; On the other hand, Barroug et al. reported the cooperative delivery of OH- 
due to the adsorption of acidic proteins. Thus, it can be state that the increase in OH- 
concentration with the increasing pH value will reduce the adsorption capacity of 
biomolecules.  
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Fig. 4. The adsorption isotherms of biomolecules (Δ:casein,  :catalase) onto sepiolite. 
(Experimental cond. 220C, pH 7, [PO43-]: 0.02 M, [NaCl]: 0.001 M) 

In the present study, the effect of temperature on adsorption was studied in the range  
15 – 45 0C and the results are shown in Fig. 7 and 8, which indicate that adsorption increases 
from 15 to 45 0C. The amount of biomolecule adsorbed on sepiolite increased by increasing 
temperature. This indicated that sorption on sepiolite is not a simple physical adsorption. 
This observation can be explained with the help of the following facts: (i) the ongoing 
adsorption process is endothermic, i.e., entropically driven. (ii) Sorption with dissociation 
and increased availability of sites due to higher penetration of adsorbing molecules into the 
pores with an increase in temperature may explain this behaviour. Thus, the adsorption 
increases with increasing temperature. This indicates that the adsorption process becomes 
more favourable with increasing temperature 

3.4 Adsorption isotherms 
Adsorption isotherm describes a number of theories describing the adsorption equilibria. 
Two isotherm equations in the present study have been tested: Freundlich and Langmuir 
models. 
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Fig. 5. The variation of zeta potential with equilibrium pH of sepiolite suspensions. 

 
 

 
Fig. 6. The variation of biomolecule adsorption with equilibrium pH onto sepiolite. 
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Fig. 7. The effect of temperature on casein adsorption onto sepiolite 

3.4.1 Langmuir adsorption isotherm 
The Langmuir isotherm theory assumes monolayer coverage of adsorbate over a 
homogenous adsorbent surface. Therefore, at equilibrium, a saturation point is reached 
where no further adsorption/desorption can occur. 
The Langmuir equation is commonly expressed as (Langmuir, 1918): 

 e e

e m m

C C1
q q K q

   (5) 

where Ce is the equilibrium liquid phase concentrations of protein solution (mg mL-1), qe is 
equilibrium protein concentration on adsorbent (mg g-1), K is a direct measure for the 
intensity of the adsorption process, and qm is a constant related to the area occupied by a 
monolayer of adsorbate, reflecting the adsorption capacity. From a plot of Ce/qe versus Ce, 
qm and K can be determined from its slope and intercept. Table 3 presents the correlation 
coefficient results for Langmuir isotherm, which has not a satisfactorily good correlation 
between the model predictions and the experimental data. 

3.4.2 Freundlich adsorption isotherm 
The Freundlich expression is an empirical exponential equation and therefore, assumes that 
as the adsorbate concentration increases so too does the concentration of adsorbate on the 
adsorbent surface. Theoretically, using this expression, an infinite amount of adsorption can 
occur (Freundlich, 1906).  

t (0C) 
■: 42 pH : 7 
●: 37 [ 3

4PO  ] : 0.02 M 

Δ: 22   
□: 15   
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Fig. 8. The effect of temperature on catalase adsorption onto sepiolite 

 1/n
e F eq K C  (6)  

In this equation, which is commonly given, KF and n are the Freundlich constants. This 
expression is characterized by the heterogeneity factor, n, and so the Freundlich isotherm 
may be used to describe heterogeneous systems. To determine the constants KF and n, the 
linear form of the equation (not shown) may be to produce a graph of lnqe versus lnCe. 

 
1

ln ln lne F eq K C
n

   (7) 

KF is related to the bonding energy. KF can be defined as the adsorption or distribution 
coefficient and represents the quantity of protein adsorbed onto adsorbent for a unit 
equilibrium concentration. The slope 1/n, ranging between 0 and 1, is a measure of adsorption 
intensity or surface heterogeneity, becoming more heterogeneous as its value gets closer to 
zero. Table 3 presents the results of the Freundlich isotherm for biomolecules adsorption on 
sepiolite. Freundlich isotherm appears to the experimental data better than the Langmuir 
isotherm, as reflected with correlation coefficients (R2) in the range of 0.98–0.99.  

3.5 Adsorption kinetics 
In order to examine the controlling mechanism of sorption process, several kinetic models 
were used to test the experimental data. From a system design viewpoint, a lumped analysis 
of sorption rates is thus sufficient for practical operation. 

t (0C)  
■: 42 pH : 7 
●: 37 [ 3

4PO  ] : 0,02 M 

Δ: 22   
□: 15   
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Sample 
 Freundlich isotherm parameter  Langmuir isotherm parameter 

 KF n R2  
qm 

(mg g-1) 
K 

(L mg-1) 
R2 

Casein  2.55 2.87 0.99  595,15 5.16 0.79 
Catalase  2.43 2.16 0.98  386.15 9.55 0.87 

(Experimental cond. 220C, pH 7, [PO43-]: 0.02 M, [NaCl]: 0.001 M) 

Table 3. Isotherm constants for adsorption of biomolecules onto sepiolite.  

3.5.1 Pseudo-first-order equation 
The pseudo-first-order equation is generally expressed as follows: 

 1ln( ) lne t eq q q k t    (8) 

where qe and qt are the amounts of biomolecules adsorbed at equilibrium and time t (mg g-
1), respectively, and k1 is the rate constant of pseudo first-order adsorption (min-1). 
The half-adsorption time of the biomolecule, t1/2, is the time required for the oxide samples 
to take up half as much biomolecule as it would at equilibrium. This time is often used as a 
measure of the rate of adsorption and given by 

 1/2
1

ln 2
t

k
  (9) 

The values k1 and t1/2 are given in Table 4. 

3.5.2 Pseudo-second-order equation 
If the rate of adsorption is a second-order mechanism, the pseudo-second-order equation is 
expressed as 

 2
2

1 1

t ee

t
t

q qk q
   (10)

 

where qe is the amount of biomolecule adsorbed at equilibrium (mg g-1) and, k2 is the 
equilibrium rate constant of pseudo-second-order sorption (g(mg min)-1). 
The half-adsorption time of the biomolecule, t1/2, 

 1/2
2

1

e

t
k q

  (11)
 

The values k2 and t1/2 are given in Table 4. 

3.5.3 Intraparticle diffusion 
The fractional approach to equilibrium changes according to a function of (Dt/r2)1/2, where r 
is the particle radius and D the diffusivity of solute within the particle. The initial rate of the 
intraparticle diffusion is the following: 

 qt = f(t1/2)  (12) 
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The rate parameter (kint) for intraparticle diffusion can be defined as: 

 qt = kintt1/2 + C  (13)
 

where kint is the intraparticle diffusion rate constant (mg(g min1/2)-1) and given in Table 4. 
 

Sa
m

pl
e 

First-order kinetic 
equation 

t1/2 

(min)

Second-order kinetic 
equation 

Intraparticle 
diffusion 
equation 

k1 x 103

(min-1)

qe 
(calculated)

mg g-1 

r 

k2 
g (mg 
min)-1 

qe 
(calculated)

mg g-1 
r 

kint x 102 

mg  
(g min1/2)-1 

 
r 

Casein 6.1 248.2 0.99 125 0.02 285.1 0.77 10.3 0.89 
Catalase 5.8 260.4 0.99 105 0.08 298.2 0.81 11.7 0.82 

Table 4. Some kinetic values calculated for biomolecules adsorption onto sepiolite. (All 
values are not shown) 

3.6 Thermodynamic parameters 
Because the k1 values have been determined, several thermodynamic parameters including 
the Arrhenius activation energy (Ea), activation free energy change (ΔG*), activation 
enthalpy change (ΔH*), and activation entropy change (ΔS*) can be calculated by using the 
following equations and given in Table 5.: 

 lnk1 = lnA – Ea/RT (14) 

 lnk1 = kbT K*/h (15) 

 ΔG*=-RTln K* (16) 

 ΔH*=Ea-RT (17) 

 ΔG*=ΔH*-TΔS* (18) 

where A is the Arrhenius factor, kB and h are Boltzman’s and Planck’s constants, 
respectively, R is the gas constant, and K* is the equilibrium constant at temperature T. A 
linear plots of lnk1 versus 1/T for the adsorption of casein and catalase onto sepiolite are 
constructed to generate the Ea value from the slopes.  
 

Sample Ea (kjmol-1 ) ΔG*(kjmol-1 ) ΔH*(kjmol-1 ) ΔS*(jmol-1K-1 ) 
Casein 40.16 248.8 38.01 -711.8 

Catalase 43.12 247.1 40.67 -699.7 

Table 5. The thermodynamics parameters of biomolecules onto sepiolite surface for 295K 

3.7 Kinetic parameters of catalase 
KM and Rmax are characteristic to an enzyme and are quite sensitive to the conditions under 
which the reaction takes place. According to the following equation, derived from Michaelis 
– Menten rate law: 
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max max

1 1 1
[ ]

MK
R R S R
   (19) 

A plot of 1/R versus 1/[S], called a Lineweaver-Burk plot, would be a straight line with a 
slope equal to KM/Rmax and intercept equal to 1/Rmax. Kinetic constants of adsorbed and 
pure catalase are given in Table 6. 
 

Kinetic constants Pure Adsorbed 
Km (mM) 172,09 24,21 

Rmax (mM min-1) 10,10 1,25 

Table 6. Kinetic constants of pure and adsorbed catalase 

As seen from Table 6, the Km and Rmax values of the adsorbed enzymes are lower than pure 
enzymes.  
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1. Introduction  

Engineering and Nature very often are concerned with media that do contain some 
randomness. One particularly well known example is given by turbulent flows, where 
random fluctuations are the results of the growth of unstable motions from small 
perturbations in the initial or boundary conditions, when the velocity gradients or/and 
temperature gradients are too large in some place within the flow. These fluctuating 
motions result in effective additional friction, effective additional diffusion of species or 
heat, and additional energy dissipation (i.e. transfer from organized kinetic energy to 
turbulent kinetic energy, and finally to internal energy). Another example of random flows 
is seen in two-phase flows, either with particles dispersed into a liquid or gaseous 
continuous phase, or built with a bubbly liquid. Here, a first reason of randomness is given 
by the fact that the locations and velocities of the particles (or bubbles) at initial time and in 
entrance sections cannot be known or controlled, and the induced fluctuations are not 
rapidly damped with time. Generally, this randomness becomes rapidly uncorrelated with 
these initial conditions due to the complex interactions between the flow of the continuous 
phase and the moving inclusions, interactions that modify also the number and sizes of 
these inclusions. Consequently, the flow conditions in both phases are or become 
turbulent, with interconnected fluctuations of velocities.  Again, the effective result of the 
fluctuations is additional friction, additional diffusion or dispersion, and additional 
energy dissipation. Two-phase or multiphase flows with a large amount of solid particles 
are used in the industrial devices called as “Fluidized Beds”, and are encountered 
naturally in “Granular Flows”, and in this case there are many lasting contacts between 
the particles. The so called “Granular Media”, even without actual flow but just with 
some deformations or slow motions, are also subjected to randomness, due to the 
preparation of the medium but also to the differences between the grains shapes, and 
even the global properties of these media are very difficult to predict.  
The properties of these kinds of media and flows have been studied since more than 
hundred years, and very useful prediction methods have been proposed so far, with 
methodologies becoming more and more clearly similar. Although all these media are 
showing clearly irreversible and dissipative processes, the typical reasoning of irreversible 
thermodynamics has never been used, at least explicitly (it might be present, but not 
consciously, in the brain of the authors). Our purpose here is to show that the Irreversible 
Thermodynamics and the “Second Principle” can justify many features of the models that 
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have been proposed until now for these three types of applications. It has to be emphasized 
that Irreversible Thermodynamics deals with the modelling of media in evolution, whatever 
can be this model. The usual model of classical continuous medium, where the randomness 
lies only at the infinitely small scale of moving molecules, is not the only one that can be 
addressed. The so called “Extended Irreversible Thermodynamics” (Jou et al., 2001) allows 
us indeed to build pertinent entropy functions adapted to each type of model, in particular 
depending of the basic variables of the model used, as we will see. 
The first part of this paper deals with classical turbulent flows. The general problem of 
building a model for these flows, i.e. an approximate mathematical representation that could 
give predictions close to experiments, has in practice given rise to several solutions, which are 
valid in different domains, i.e. for different kinds of experimental situations. More precisely, 
the domains of efficiency of the different models appear to be larger and larger for models 
using an increasing number of variables. The basic variables that allow the building of these 
models are “averaged variables” (now precisely defined as statistical mean values), in a finite 
number, and then they do clearly constitute a truncated representation of the medium, but it is 
expected that these variables are sufficient for the purpose of the approximated knowledge 
needed. Some of these variables do satisfy balance equations, which are obtained averaging 
the primitive balance equations of the mechanics of continuous media, but these equations do 
need “closure assumptions” before to be useful in constituting a “Turbulence Model”. Once 
the basic variables are chosen, the “Extended Irreversible Thermodynamics” allow us indeed 
to define an entropy function for this representation of the medium, for each of the models 
proposed. We will see that this entropy function is not the statistical mean value of the classical 
entropy for the fluid used in this turbulent flow, but has to be built taking into account the 
averaged form of the state equations of the fluid. Then, the Second Principle may lead to 
conditions concerning the ingredients of the turbulence model, conditions that are different for 
the different models. We will show that here simply considering two very popular models, 
and we will see that the usual practice does satisfy these conditions. 
The second part of the chapter considers the modelling of two-phase flows. This modelling 
can be attacked with a similar approach and similar tools as turbulent flows: a set of 
averaged variables are defined; balance equations are  written from the primitive equations 
of a piecewise continuous medium and closure assumptions are needed, to be adapted to 
each kind of two-phase flows. Here the closure assumptions are needed for both additional 
dispersion fluxes and exchange terms between the phases. These two-phase flows are again 
associated with irreversible effects, and again the framework of extended irreversible 
thermodynamics helps the modelling. We will recover again assumptions that are used in 
practice and supported by experiments.  
The third part is devoted to granular media, with the same point of view. The approach 
generalizes the case of two-phase flows, because the granular medium is considered as a 
multiphase medium where each grain is considered as one phase, and the fluid in between as 
the last phase (Borghi § Bonelli, 2007). Again, the variables of the model are defined as 
statistically averaged grains phase and fluid phase variables, and their balance equations can 
be found from the primitive equations of mechanics, to be completed with closure 
assumptions. The approach can handle the situations where the medium is “quasi-static” as 
well as the ones where the medium is flowing with large velocities, giving rise to the limiting 
case of “Granular Gases”. In both cases, Extended Irreversible Thermodynamics can be used 
for building entropies and giving closure assumptions, without linear laws in this case 
particularly. The classical models of “Granular Gases” are recovered in the limit of large 
velocities, with the difference that the grain size is not the single length scale to be considered. 
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For quasi-static situations, it is necessary to include in the model the six components of the 
averaged “Contact Cauchy Stress Tensor” of the grains phase. Intermediate situations can be 
handled as well. 

2. Irreversible thermodynamics for turbulent flows models 

Turbulent flows at present time are studied with models of two different types, namely 
Reynolds averaged Navier-Stokes (RANS) models, or Large Eddies Simulations (LES) models. 
We consider here for simplicity the framework of RANS models, although the extension to 
LES models may be not difficult. Then, the object of the study is not one given flowing 
medium, but an infinite number of such media, flowing submitted to initial and boundary 
conditions randomly perturbed. Indeed, what we call “one turbulent flow” is this ensemble of 
similar individual flows, because only statistical mean values calculated from this ensemble 
(or, at best, probability density functions) can be possibly predicted by some model. 
The “mean medium” that is the subject of modelling is then described by “mean velocities”, 
“mean densities”, “mean enthalpy per unit of mass”, etc.. For N realizations, one defines: 

1

1
lim( )( )

N
n

n

N
N 

      

at each given location within the flow field, and similarly for pressure. But in the general 
case where the density of the fluid can vary noticeably, it has been found more interesting to 
consider for other variables the mean value weighted by density, and one defines:  

1 1

lim( )( / )
N N

n n n

n n

v N v 

 
      , 

i.e. the mean velocity is nothing but the mean momentum divided by the mean density. 
Similarly for the internal energy per unit mass (or the enthalpy per unit mass), the mean 
values are weighted with density.  
Within a turbulent flow, these quantities are defined for each location and for each time, and 
vary with the location and eventually with time, but these variations are much smoother 
than the local and instantaneous quantities measured in one single realization of the flow, 
and by definition they are not sensitive to perturbations of initial and boundary conditions, 
that are inevitably present. 
Is it possible to characterize the turbulent medium by , ,e v    only, when a non turbulent 
flow of the same fluid is correctly characterized by , ,e v  ? Of course, the random 
fluctuations do have some influence. However, in some situations, it may be possible to take 
into account this influence by some algebraic formulas in terms of the mean variables and 
their derivatives. Of course, these formulas are only approximations, with a limited domain 
of validity assessed by experiments.  
The first invented turbulence model, called “Prandtl mixing length model”, is of this type, 
and has been very useful in many practical cases. But a larger domain of validity can be 
covered taking into account additional fields variables pertinently chosen, described with 
their own partial differential evolution equations. There are different turbulence models of 
this improved type, the simplest one introduces only as additional field variable the kinetic 
energy of the random turbulent fluctuations, say k , the “length scale” characterizing the 
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two-point correlation of the fluctuations, tl , being given with algebraic formulas. More 
detailed models use k  and  , the dissipation rate of k , described by partial differential 
evolution equations, or  k  and  , a characteristic frequency of turbulence, or the Reynolds 
stress tensor components themselves and   (Schiestel, 2006) .   

2.1 Basic equations 
The physical basic equations corresponding to balance of mass, momentum and total energy 
give birth in any case to balance equations for the mean variables , ,e v   . We write them 
with a tensor notation and the Einstein convention of repeated indices. We assume an 
orthogonal reference frame and then upper or lower indices are equivalent: 

   ( ) 0v
t x
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   ( ) ( ' ' )v v v p v v g
t xx
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The total energy here comprises the internal energy, the kinetic energy of the mean motion, 

and the kinetic energy of turbulent fluctuations, so
1 1

' '
2 2te e v v v v             . We have 

defined 'v v v     , and so ' 0v   . The well known « Reynolds stress tensor » is R  

such that: ' 'R v v 
   . Similarly 'e e e   , but 'p p p  . The “turbulent kinetic energy” 

introduced above is nothing but: 1
' '

2
k v v    . 

From (2) and (1), one obtains the equation for the kinetic energy of the mean motion: 
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Then, from (3) and (4) we have: 
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It is possible also to derive directly from the non-averaged momentum equation a balance 

equation for 1
' '

2
k v v    . That is done by scalar multiplying the instantaneous (non-
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averaged) momentum equation by the velocity in order to obtain an equation for the total 
kinetic energy, and then by subtracting the equation of the kinetic energy of the mean 
motion (4). One gets: 

1
( ) ( ) ( ' ' ' ' ' )

2
k v k v v p v v v

t xx
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v v v
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x x x

  
  

  

  
   

  


 (6) 

From (5) and (6), finally the equation for the internal energy is written: 
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The last term 
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 of (6) is called « volumetric rate of dissipation for turbulence », 

due to the viscosity (and   is the rate of dissipation by unit of mass). This term is a transfer 

of energy from k  to e , while the last term of (7) is the dissipation rate of kinetic energy of 

the mean motion, directly from 
1
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v v   to e . There is in (6) a term corresponding to a 

transfer from
1
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v v    : the term ' '
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 is called the production term for k . The terms 
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  in (7) are also transfer terms from 

1
2

v v    and k , respectively, but these 

terms are reversible, unlike the last terms due to the viscosity. If the medium is 

incompressible (i.e. 0
v
x









), these pressure terms are vanishing. When the velocity of the 

flow is low, very often the two last terms can be neglected in (7) with respect to the heat flux 
term (Chassaing et al., 2002). 
Equations (1) to (3) are able to calculate the mean variables , ,e v    if and only if the turbulent 

fluxes ' 'R v v 
   and ' tpv v v e        , additional to the classical viscous stress and 

heat conduction flux, can be provided by additional closure expressions, based on theoretical 
or empirical grounds. Instead of (3), we can use (7), and the transfer terms from k  to e  are 
also to be modelled. As we have previously said, this needs to take into account additional 
variables that represent in some sense the turbulent fluctuations, and, at least, k is one of these 

new variables. It is seen here that one balance equation for k  can be found, which can be used 
provided again that the correlations involving the fluctuations that appear in this equation can 
be given also by expressions involving only  , ,e v   , k  and eventually other ones…  
The simplest model, the “Prandtl mixing length model”, does not use a balance equation for k  
but expresses it directly form the mean velocity gradient. We will see how that is done, and in 
addition it is postulated that turbulence involves a single (mean) turbulence length scale, tl , 
which is simply related to the geometry of the turbulent flow. The second simplest turbulence 
model, the “Kolmogorov model”, uses the balance equation (6), the unknown terms in it being 
conveniently modelled with closure assumptions Then, the model provides expressions for the 
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correlations involved in (1) to (6), in particular R , as functions of   , ,e v   , k , tl  and their 
spatial derivatives. The very popular “k-epsilon” model, instead of giving directly tl , assume 
that the dissipation rate   itself can be calculated by an additional balance equation, 
postulates such an equation, and writes the correlations as functions of   , ,e v   , k ,   and 
their spatial derivatives. 
We will now show that the approach of irreversible thermodynamics can be of great help, 
once the type of model is chosen, to solve the problem of modelling. We will see that it 
justifies the usual choices done by researchers since 30 years, and suggests possibilities for 
unsolved problems. 

2.2 Entropy for the Prandtl mixing length model 

In this framework we expect to model the turbulent flow only with the variables , ,e v   , 
given by their balance equations. It is assumed that the balance equation (6) for the kinetic 
energy of the fluctuating motion can be simplified in keeping only the production and 
destruction terms: 

 
' '

' '
v v v

v v p
x x x

  
  

  

  
   

  


 (8) 

In addition, the rate of dissipation, which can be calculated through  k  and tl  only, is 

necessarily written as 3/2 /d tC k l   , where dC  is a non dimensional constant. This model 
has been initially proposed for incompressible flow, and the pressure term, with the 
divergence of velocity fluctuation, is totally negligible in this case, as well as the two pressure 
terms in (7). Then the turbulence kinetic energy is an algebraic function of the gradient of the 
mean velocity, and does not need to be calculated with the differential equation (6): 
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The three basic variables , ,e v    being given, the entropy function has to be searched as 
( ,1 / )e     only (the velocity being a non-objective variable has not to appear), with the 

Gibbs and Euler-Gibbs equations classically written as: 

1
e      


 ,          1

( )de d d    


  

The two functions  ,   are the partial derivatives of e  with respect to   and 1 / , or  
1 /  and /   are the partial derivatives of   with respect to e  and 1 / , and the 
relations ( ,1 / )e     et ( ,1 / )e     are the laws of state, to be found. Of course, the 
formula ( ,1 / )e     also can be deduced. In addition, these equations of state do satisfy 

necessarily the Maxwell relation: 
2 2(1 / ) ( / )

(1 / ) (1 / ) (1 / )e e e
        

  
          

. 

The fluid itself, independently of the turbulent flow, has proper equations of state, and if we 
assume that it is an “ideal gas”, 0 ,ve C T e p RT    do hold, with three constants: 0, ,vC e R . 

Then, we can derive 0 ,ve C T e p RT     , just taking the average (weighted average for the 
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first one, classic average for the second one). It appears that if we identify  T    and p  , 

we find
0 0

,
v v

e e e e
R

C C
 

    
 

, and these relations are convenient equations of state because 

they satisfy the Maxwell relation : here (1 / ) ( / )
0

(1 / ) e
    

 
  

. The thermodynamic 

description of the model is complete. From these equations of state we can derive the 
entropy function, similarly as in the classical case of an ideal gas: 

( ) ( )r v
r r

C Ln RLn
 

    
 

. We emphasize that this entropy is not the statistical mean value 

of the entropy of the fluid ( , )s s e  . Indeed, this mean value cannot be expressed in terms of 
,e   only, because ( , )s s e   is non linear, and is not usable in our modelling framework. 

It has to be remarked that the previous development cannot be extended to the case of fluid 
satisfying a non linear Joule law ( )e e T . In this case, when the fluctuations are not infinitely 

small, it comes that 2 3( , ' , ' ,...)e f T T T     , and it is no more possible to limit the model 
to ( ,1 / )e    . If the nonlinearity of ( )e T  is important, we have to consider, at least, the 

additional variable 2' /T  . 
Once we have defined the entropy and found the equations of state, we can use the classical 
approach of irreversible thermodynamics for deriving some laws for the additional fluxes 
appearing in the mean balance equations (2) and (7). 

The Gibbs-Euler equation, now written as 1
( )de Td pd  


 , allows us to obtain the balance 

equation for the (new) entropy, showing the term of entropy production, which has to be 
always positive, and zero at equilibrium. Using (1), (2), (7), (8), one gets (with the 

“Lagrangian” derivative of the mean motion such that (.) (.) (.)
D

v
Dt t x
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The production terms are the two last terms, and in the last one the contribution due to the 
diagonal of the tensors is vanishing because the fluid is incompressible. It results that a 
simple extension of the linear classical irreversible thermodynamics is possible here, giving 
laws for the turbulent additional fluxes of heat and momentum.  
Concerning the total friction term, a positive “total viscosity coefficient” tt can be defined 
and: 
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vv
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Considering that the fluid is Newtonian, one has already: ( )
vv

x x
 

 


   

 

  (here cst   

and v v  ) , and it appears for the pure turbulent contribution an “eddy viscosity 
coefficient” t tt      such as: 
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This is the well known “Boussinesq relation” proposed for turbulent flows at the end of the 
19th century. 
Similarly, for the total heat flux, the linear law of irreversible thermodynamics gives:    
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j v e
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This introduces the classical « turbulent Prandtl number », constant , whose value (about 
0.83) has been given by  many experiments. 
The eddy viscosity coefficient has now to be found. Just by dimensions, it can be written as 

1/2
t tCk l    , with (9) it comes: 2 2( ) ( )( )

2t t
d d

C v v v C v v v v
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C x x x C x x x x

      

      

      
    

      
       , 

and we get finally the well known formula of “Prandtl mixing length” :  
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In this model, the turbulence length scale tl , called “mixing length”, is given algebraically 
from the geometry of the flow. The constants MLC  and dC  have been found actual constants 
when the turbulent fluctuations are well developed, and then t  , but when it is not the 
case they vary in function of the “turbulence Reynolds number” Re /t t   . Experiments 
have given such corrective functions. 
The conclusion is then here that the classical approach of linear irreversible thermodynamics 
does justify perfectly the old empirical approach of Boussinesq and Prandtl.  

2.3 Entropy for the K-epsilon model 

We consider now the very popular “k-epsilon” model, where a balance equation for k , 

based on (6), and a balance equation for
1/2 1/2

2
k k
x x



 

 
    

 

 
, less firmly based on physics, 

are used. When turbulence is well established,    , but the additional term is not 
negligible close to walls, where viscosity remains playing. There are other models that use 
equations for tl , or  1 / t , the inverse of a time scale of turbulence, instead of   , and 

similar discussions could be done for these models.  
In this case, the independent variables , , ,e k    have to be taken into account in order to 

build an entropy function, and we have to search ( ,1 / , , )e k       with: 

1
ke y k y 
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Here ( ,1 / , , )e k      , ( ,1 / , , )e k      , ( ,1 / , , )k ky y e k    , ( ,1 / , , )y y e k 
      

are the new equations of state to be found, satisfying the six corresponding Maxwell 
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relations. We will have to discuss the finding of these equations of state in connexion  
with the discussion of the second principle. Concerning the    equation, we use here  
the general following form, with a diffusion term and production and destruction  
terms: 

3 1 4 2
2 '

( ) ( ) ( )
3 d

v v v
v J C C R C p C

t x x x xk k kx

      
    


   

         
            

    

      (14) 

The C’s are constants (numbers, without dimension) or algebraic functions of the variables 
in some cases (the two first being always positive), depending of the exact version of the 
model used. Within the most classical k- model, 1 2 3 41.44, 1.92, 1.44, 0C C C C    .  
Using now (1), (6), (7) and (14), we can derive as in § 2.2 the balance equation for the entropy 
as: 
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We have written as d
  and dR  the deviators of the tensors   and R , and kJ  is the 

diffusion term of (6). We recognize in this equation a diffusion term, the first on the right 
hand side, and all the following terms do constitute entropy production terms.  
Before discussing the implications of the second principle, it is of interest to discuss the 
physical meaning of each term and to precise the equations of state. The first remark that 
has to be done is that the pressure has not to appear in the entropy production term, because 
it is not a source of irreversibility. Then the terms where the pressure appears have to be 

zero, and that implies that 3
2 2
3 3kp ky C y 

        and 41 0ky C y
k






   .  

In addition, within the last term of (15), the directly scalar part of the entropy production, 

there is one contribution of the energy equation but also the contribution 2( )ky C y
k






    is 

due to the destruction terms of the equations for k  and  . Globally, this term has to be 

positive, but the contribution of k  and   may be dangerous for that. This problem is 

cancelled by choosing 2 0ky C y
k






  , and that corresponds to a “mutual equilibrium of 

destructions rates” for  k  and  . Assuming this mutual equilibrium ensures that no 
additional irreversibility is brought by this new kind of model. 
These three relations do determine constraints on the equations of state, or on the C’s. It has 
to be remarked that the equation (14) has been built, and most often used, for cases where 
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the turbulence is incompressible, then the divergence of the velocity fluctuations is 

vanishing, and the relation 41 0ky C y
k






    does not matter in this circumstance.  

Taking into account 2 0ky C y
k






   and 3
2 2
3 3kRT ky C y 

        , 0
ve C T e   as well 

as the six Maxwell relations (saying that the second partial derivatives of ( ,1 / , , )e k       

are identical when the derivation variables are commuted), it is possible with a few algebra 
to find a convenient set of four equations of state only in the case where 3 2/C C  is a 

constant (possibly zero). The solution is: 

R    , 0 3

2

2 2
(1 )

3 3
k k

v v
R R C

e e C C T
R RC

       , k ky R
k


 
 and 

2

kR
y

C 


 


, 

where kR  is a positive constant (with ky  chosen positive, without loss of generality). These 

formulas are not the unique solution of the problem, but they constitute a solution that can 
be supported by measurements, as approximations, at least in a certain limited range of 
variation of of the variables. One can remark that for keeping   positive, which is necessary 

in thermodynamics, it is necessary that 3

2

2
1 (1 )

3
kR C

R C
  .  

We can now discuss in details the implications of the second principle, which prescribes that 
the entropy production rate, the right hand side of the following equation (16), has to be 
always positive, or zero at equilibrium. 

' / /1 /
( ) ( ' )

Q
Qk k k

k
j v e y J y J y yD

j v e J J
Dt x x x x

  
     

 
   

         
       

     
- 

 4 2 1 21 / ' 1 / 1 1 1
3

k k
k d d

y y C C v C C v v v
p y R

x x x x

   
  

   

      
        

        
  

 (16) 

We know already that v
v
x







  


 and ( )

3d
v v v
x x x

   


  

   
    

  
with v  and v  

positive, in such a way that v
x










 is always positive, or zero if the velocity gradients are 

zero. We remember also that 'v
x







  


, and then the three last term can be grouped 

giving 1 v
x









 
.Then, the group of the three last term of (16) is clearly always positive, by 

definition, even if the two first ones are not positive, depending on the fluctuations of 
density. 

Secondly, the term 1 2(1 / )k
d

y v
C C R

x







  
 

  concerning the influence of turbulent friction 

has also to be positive always, or zero. At the same time, we remember that d
v

R
x












 is a 
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production term for k  and has to be essentially positive, although not necessarily 

everywhere. With 2 1,C C  constant, it is implied that 1 21 /C C  is necessarily positive and 
then the linear irreversible thermodynamics again supports the Boussinesq relation, here 

written for compressible flows: 1
( )

3td
v v v

R
x x x

  
 

  

  
     

  
   , with t  positive.  

Here again, we have to write 1/2 2 /t l tC k l C k       , C  being positive, constant or 

function of the Reynolds number of turbulence, defined here as 2Re /t k  , if this number 
is sufficiently small. This is exactly what is used in all versions of the k-epsilon model. For 
versions able to consider small turbulence Reynolds number, 1 21 /C C  may become 
negative, and in this case this term has to be smaller than the three last terms corresponding 

to 1 1v v
x x

 
 

 

 
  

   
 .  

The last point deals with the terms
/ /1 /

( ' )Q k
k

y y
j v e J J

x x x
   

 
  

    
   

  
. Again, we see 

that the modelling of kJ  and J , as well as ( ' )Qj v e
    can be done in terms of

k
x





, 

x








 and
x




, with possible coupling. No coupling has been attempted so far, however. The 

coefficients of diffusivity of turbulence kinetic energy, dissipation rate, and heat are all 
proportional to t  previously defined.  
As previously for the Prandtl mixing length model, we see that the well known k-epsilon 
model can be perfectly explained in the frame work of irreversible linear thermodynamics. The 
constraints we have found that 2 1C C  do correspond with the common practice for large 

turbulence. The value of 3C  is not well known, because the flows where 0
v
x










 are more 

complex, but we have shown that we need 3 2/C C cst  even if the C’s are varying. 

Considering 4C , we have found that 4

2

1 (1 ) 0k
C

R
Ck


   . That implies then a constraint for 4C , 

which is 2
4 2

k

kC
C C

R
 




. In case where the influence of /k   is poor,  4 2C C  simply. 

However, it remains to find an approximation for 
'v

p
x







 when it is not negligible. In practice, 

this quantity plays only in flows where
'

0
v
x








, which are less well studied turbulent flows, 

and the experiments up to now have only confirmed that 4C  has not to be put to zero...  

3. Irreversible thermodynamics for two phase flows models 

The theoretical description of two-phase flows is now firmly based by describing at each 
instant this medium as piece-wise continuous, and then considering that the model has to 
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deal with statistical averages, like for turbulent flows (Drew, 1983). The randomness here is 
due both to the poorly known initial and limiting conditions concerning the presence of the 
phases, and to the existence of local perturbations permanently created by unstable 
phenomena within the flow, similarly to classical turbulent flows. There is again the need of 
defining how many mean variables are necessary, and of finding their equations. We first 
give here the set of variables and equations for representing the flow, without details 
concerning the calculations but with the relevant physical interpretation, and then we show 
how the Extended Irreversible Thermodynamics helps the modelling.  

3.1 Variables and equations for two-phase flows modelling 
The first classical attempt for representing a two-phase flow uses statistically averaged 
variables for volumetric mass, momentum, internal energy for the two phases, and their 
probability of presence, also known as the “volume fraction” of each phase. It is defined a 
“phase indicator” ( , )i x t


 which is unity within the phase i and zero outside, and the 

statistical average ( , )i x t


is nothing but the probability of presence of this phase. Of course, 

1,2

( , ) 1i
i

x t


  
. For each phase, we define i i i i i

       , i i i i i iv v        , 

i i i i i ie e      . 
The averaged forms of mass, momentum and energy equations can be found from the 
primitive equations for the piecewise continuous medium (Borghi, 2008). For momentum 
and energy they display additional diffusion fluxes due to the presence of local 
perturbations around the mean values, similarly as for the turbulent flows. We will call 
these terms “pseudo-turbulent” fluxes. The averaged equation for the mass of phase i is: 

 ( ) ( )i i i i i i ri i sv v n
t x

    



 
       

 
  (17) 

The last term on the R.H.S is the possible exchange of mass between the two phases: riv  is 
the velocity of the phase i relative to the interface, non zero only when there is exchange of 
mass between phases (vaporization-condensation for instance) ; s  is the instantaneous 

interface area by unit of volume of the medium, mathematically defined by i
i sn

x





  


, 

where in  is the normal to the interface, oriented outward phase i. Of course, the gradient of 

the phase indicator has the structure of a Dirac peak, and s  is zero except on the interface 
(Kataoka, 1986). The averaged equation for the momentum of phase i is. 

  ( ) ( ' ' )i i i i i i i i ii i i iv v v v v
t xx

       



  
         

 
   i i g


  i ri i s i si iv n v n         (18) 

The pseudo turbulent momentum diffusion flux is ' 'i i iv v   . The two last terms of (18) 
represent the momentum given to the phase i by the other one, by exchange of mass and by 
the contact force, respectively. The tensor i

  is the Cauchy stress tensor within the phase i. 
The equation for the mean total energy of phase i is: 
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  ( )i i ti i i i tie v e
t x

  



 
     

 
   ( Q

i ii i ij v
x

 
  




  


 ' ' )i i i i i tii v v e       

 Q
i i i ri i ti s i s i si i i iv g v n e n v j n        

          (19) 

The total energy is defined as /2 /2 ' ' / 2ti i i i i i i i i i i i i i ie e v v e v v v v                    , the 

pseudo-turbulent energy flux is 'i i tiv e  , and the last three terms are the exchanges of 

energy from the other phase, due to exchange of mass, power of contact force, and heat flux, 
respectively.  
It is possible also to write a balance equation for the volume of phases, simply obtained from 
the convection equation of the field of ( , )i x t


:  

( ) 0i s i i i ri iv v v
t x t x

  

 

   
        

   
. When averaged, this equation gives:  

   '( ) i i
i i i i riv v v

t x x
  

 

  
     

  


x
   (20) 

The terms on the R.H.S. have to be approximated by models, the second one being only due 
to the exchange of mass between phases. 
There are also important instantaneous interface conservation relations, linking at the 
interface the exchanges between the phases: first, the mass lost or gained by one phase is 
identical to the mass gained or lost by the other phase; second, if we neglect the surface 
tension phenomena, it follows that the momentum lost or gained by one phase is identical to 
the momentum gained or lost by the other one ; and third a similar relation holds for the 
total energy (Kataoka, 1986). That leads to: 

1,2 1,2 1,2

( ) 0, ( ) 0, ( ) 0Q
i ri i s i ri i i s i ri i ti i i si i i i i

i i i

v n v n v n v n e n v j n             

  
              (21) 

At the interface, the tangential velocity and the temperature fields are continuous, but there 
are discontinuities of density, momentum and energy per unit mass. The equations (21) give 
“jump relations” relating the values of these quantities on both sides of the discontinuity. 
We will not consider further here the exchanges of mass between phases, and these relations 
are simplified as: 

1 2 1 1 2 2 1 1 1 2 2 2 1 1 2 20,( ) ( ) 0,( ) ( ) 0,( ) ( ) 0Q Q
r r s s s s s sv v n n n v n v j n j n                            (22) 

The third relation of (22) is deduced from the second one because both phases have the same 
velocity on the interface.  
The instantaneous behaviour of each phase has to be given by the knowledge of i

 and 
Q
ij
 as function of , ,i i iv T . We will notice here ii ip         for any type of phase (but 

usually for a solid phase the pressure is defined by the third of the trace of i
 , with an 

opposite sign). For a fluid phase, i
  is the viscous stress tensor, which can be assumed 

Newtonian for instance, and an equation of state gives ( , )i i i ip p T  . For solid particles, we 
are not concerned with the full elasticity properties and we can limit the description as a 
“quasi-liquid”, very viscous. For any type of phase the Fourier law for heat conduction can 
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be adopted and a Joule law linking the temperature to the internal energy can be 
considered, neglecting the energetic aspects of compressibility for liquid or solid phases. 
Very often it suffices to take i cst  . 
One sees the similarities of the problem of modelling these equations with the one of 
modelling turbulence in single phase flows. We will show now how the irreversible 
thermodynamics can help this modelling task. For simplicity, we will consider in the sequel 
that there is no exchange of mass between the phases, this could be taken into account later.   

3.2 Entropy for a simple two-phase flows model 
We will consider the simple case of a model similar to the Prandtl mixing length model, 
where simply the variables: , , , , 1,2i i i iv e i      have to be represented by their own balance 
equations. The development then follows the same path as § 2.2 above, but with two phases 
i=1, i=2. 
The kinetic energies of fluctuations, namely ' ' / 2 , 1,2i i i i i ik v v i      , follow a balance 

equation that can be found from the primitive equations. It writes, without exchange of mass:  

( ) ( ) ( ' ' ' / 2 ' ) ' ' i
i i i i i i i i i i i i ii i i i i

v
k k v v v v v v v

t x x x


         

  

  
             

   


  

 'i
i i i i i

v
p

x







     


'i si in v     (23) 

We do not consider here, in the Prandtl mixing length framework, that each ik  does follow 
this full equation, we assume that it can be reduced to a local balance between production 
terms and destructions terms, giving simply that :  

 '
' ' 'i i

i i i i i i s i i ii i i
v v

v v p n v
x x

 
     

 

 
          

 


 (23’) 

The last term of (23) and (23’) is due to the exchange of energy from the other phase, by the 
contact force. 
With the point of view of the Prandtl model applied to both phases, we have to build an 
entropy with the variables , , , , 1,2i i i iv e i     , such as 

1,2
i i i

i





     , because entropy is 

an extensive quantity. The entropies of each phase are functions only of the variables of this 
phase, unlike molecular mixtures: ( , )i i i ie      .  As in § 2.2, we can adopt                        

  
1

i i i i i
i

e T p
    


 ,          

1
( )i i i i

i

de T d p d   


  

Similarly, we take linear equations of state for phases, which can be averaged without 
needing additional variables. For a gaseous phases 0 ,i vi i i i i i ie C T e p R T      , and for liquid 
or solid phases  0

0, ( )s s s s s s se C T e p K       , neglecting the influence of compressibility on 
the internal energy.  
We can first show that the convective time derivative for the mean entropy of the medium is 
such that:     
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 ( ( ))i
i i i i i i

ii i

DD
v v

Dt Dt x
   



 
        

     (24) 

The convective time derivative for the medium follows the averaged velocity, while for the 
phases they follow the averaged velocity of each phase. Of course, the Euler-Gibbs relation 
is written now as: 

 
1

( )i i i i
i i i i

D D D
e T p

Dt Dt Dt


  


  (25) 

It is easy to verify that the equation (17) allows to write: 

1
( ) i i i i

i i i
i i ii i

D v DD
Dt Dt x Dt

 


 


   
      

 


, without  exchange of mass between phases. By 

using (20), we obtain as well: 

 
1

( ) 'i i
i i i i

i i

vD
v

Dt x x


 


 

 
    

 


 (26) 

It is necessary then to obtain the balance equation for the mean internal energy of phases 
from (19), removing the kinetic energy of the mean motion by taking into account (18), and 
removing also the kinetic energy of the fluctuations with (23). It is found: 

 

( ' )

'

Qi i
i i i i i i i i ii

i

Qi i
i i i i s i i ii i

De v
j e v p

Dt x x

v v
p j n

x x


   

 

 
   

 


      

 

 
         

 

 


 (27) 

With (23’), it gives: 

( ' ) ( )Qi i i
i i i i i i i i i i ii i i

i

vDe v
j e v p R

Dt x x x

 
      

  


          

  
 

'Q
i s i si i ij n n v         , 

where idR  is the deviator of the Reynolds tensor for phase i. The two last terms take into 

account the exchange of heat by conduction Q Q
i si ij n     and the exchange of kinetic 

energy by contact force 'i si in v    , respectively, from the other phase. In the momentum 

balance (18) the total contact force has to be split in i
si i sin p F

x
  




    


. The first part is 

simply the influence of the variation of the volume of the phase, while i ssi iF n      is 

really the force from the other phase, and the jump condition (22) gives
1,2

0si
i

F


 . It 

follows that ' ' 'i
i s i si ii in v pv F v

x
     




    


, giving finally: 
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( ' ) ( )Qi i i
i i i i i i i i i i ii i i

i

vDe v
j e v p R

Dt x x x

 
      

  


          

  
   

 ' 'Q i
i s i si iij n pv F v

x
    




   


 (28) 

Now from (24), (25), (26), (27), we obtain the entropy balance equation for the medium: 

' 1
( ( ( ) )) ( ' ) ( )Q Qi i i i i

i i i i i i i i ii i
i i ii i

e vD
v v j j e v

Dt x xT T T

 
     

 

    
              

      
 

 ( )i i
ii i

ii

v
R

xT


  




   





'

'
Q

isi i i i
i

i i ii i i

F v p p
v

xT T T

  




 
  

      (29) 

We recognize in this equation the rate of production of entropy, which has to be positive or 
zero in any case. 
The last sum deals with the exchange of heat between the phases. As

1,2

0Q
i

i
  , this term 

can be written as: 1
1 2

1 1
( )Q

T T
   , and the linear classical irreversible thermodynamics 

proposes 1
1 2

1 1
( )Q

T T
    . 

The second last term involves ' i
iv

x







, expression implied in the closure of (20), and we see 

that assuming that ip p   eliminates this term and at the same time the need of (20). Instead 
of this assumption, the linear irreversible thermodynamics suggests the hypotheses that 

' ( )i
i iv p p

x
 




  


 and gives a closure for (20). The phase volume fraction can be calculated 

then with   ( ) ' ( )i
i i i i iv v K p p

t x
  



 
      

 


x
. Such an equation is almost identical to 

the equation proposed by M. Baer and I. Nunziato for compressed granular medium (Baer 
& Nunziato, 1986). 
The two first terms of the entropy production deal with the diffusion fluxes of heat and 
momentum. For momentum, when each phase is divergence free (which is originally the 
scope of Prandtl model), we find for each phase the same formulation as for a single phase 
turbulent flow in §2.2. Similarly, for heat diffusion, if this term is considered uncoupled with 
others, the classical model found in §2.2 is again obtained for each phase. 

The term  ' 1
( )si i

si i si i
i ii i

F v
F v F v

T T

 
       

 is connected with the exchange of momentum 

between phases. The “jump relations” (22), similarly as
1,2

0si
i

F


 , gives 

1,2

0si i
i

F v 


  

(and gave
1,2

0Q
i

i

   previously used). Because at the interface between the phases the 



 
Irreversible Thermodynamics and Modelling of Random Media 

 

347 

velocities of phases are equal, an averaged interface velocity sv can be defined such 

that ssi i siF v F v    , and the related source term of entropy can be written 
1

( )ssi i
ii

F v v
T

    . 

The classical linear irreversible thermodynamics leads to ( )i ssi iF K v v     , and with 

1 2s sF F   , that gives an expression for the averaged interface velocity : 1 1 2 2

1 2
s

K v K v
v

K K

 
 



 

. 

The iK are positive constants, depending on the characteristics of the two phases in contact, 
to be found with experiments. If we consider the possibility of a coupling, in agreement with 
the so called Curie theorem, we find that it is possible that the contact force siF  to the phase 
i is linked to the gradients of temperature within the phases. We recover here a 
“thermophoretic “effect. 
All these discussions do justify the assumptions currently done for the modelling of two-
phase flows, in a large range of applications.  

4. Irreversible thermodynamics for modelling of granular media  

Granular flows are nothing but two-phase flows of solid irregular particles within a gaseous 
or liquid phase. But the high number of particles per unit of volume, and the low velocity 
that may persist allow numerous and long duration contacts between the particles, unlikely 
to usual two-phase flows. The approach that has been presented in §3 for two phase flows 
can be used also, but the problem that arises immediately is that very often the solid phase, 
locally, is built with two or three particles (or more) in contact, and consequently the solid 
here is not a true solid for which behaviour laws are known. Actually, each grain is one 
solid, but a couple of grains does not. So, it is necessary to consider the medium as a multi-
phase medium, where each grain represents one phase. This approach has been proposed 
recently by R.Borghi and S.Bonelli (Borghi § Bonelli, 2007), and we will develop a while its 
connection with Irreversible Thermodynamics. 

4.1 Basic equations for granular media 
For granular media, the equations (17) to (20) do hold, but we can simplify them because it 
is not needed to follow the motion of each grain. Considering that there are N solid grains, 
there are N+1 phases and N+1 ,i iv   , but we are interested only in the knowledge of 

1, 1, 1,

, ,g i g g i i g g g i i i
i N i N i N

v v   

  
               , and 1 1,f N f Nv v   

      . From (17), 

(18), we get the mass and momentum balance equations of the “grains phase” as: 

 ( ) ( ) 0g g g g gv
t x

  



 
     

 
  (30) 

Here the mean intrinsic density of the grains g
 can be considered generally as known and 

constant. If all the grains are made with the same almost incompressible solid, g
  is the 

density of this solid g s
   . 
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1, 1,

( ) ( '' '' )g g g g g g g i i i ii i
i N i N

v v v v v
t xx

       

  

  
          

 
    g gg

   

 
1,

i
i si

i N

n 


      (31) 

We see that the effective Cauchy stress tensor for the grains has two parts: 

1, 1,

'' ''tg i i i ii i
i N i N

v v   

 
        . The first one takes into account the stresses within the 

grains but mainly also the influences of the lasting contacts, with friction between grains 
depending on pertinent laws, and we can call it “mean Cauchy stress of lasting contacts”; 
the second one is due to the velocity fluctuations, here defined with respect to the averaged 

velocity of all the grains: ''i i gv v v     , and is similar to the Reynolds tensor for turbulent 

flows, and we will call it “mean kinetic stress”. It is important only when the motion of the 
medium is well established, but even with slow mean motion there are some large and 
sudden fluctuations of velocity. The modelling of both terms has to be studied with care. 
Without models, eq.(31) is without interest. 
The last term of (31) is the influence of the fluid phase. Indeed, the contact forces between 
grains do compensate themselves in the summation, and only the contact force with the 

fluid remains. More precisely, as in §2., we have 
1,

ffi
i s f s fi f f

i N

n n p F
x

     




       

 , 

where fF  is the pure contact force of the fluid on the grains.  

When the fluid is air, or any gas whose intrinsic density is very small with respect of the 

solid, f s
  , we have g g

   and g g gv v      . In addition, the contact force and the 

gradient of fluid pressure (which is of the order of f gg g 
   ) are negligible in (31). Then 

equation (30) is nothing but the averaged continuity equation for the entire medium, and 
(31) gives the averaged momentum balance for the entire medium:  

  
1, 1,

( ) ( '' '' )i f f i i ii i
i N i N

v v v p v v
t xx

       

  

  
          

 
    g  (32) 

The averaged total energy of the grains can also be studied, following the same route, and 
from (19) a balance equation for the mean total energy of the grains phase can be written 
similarly. From this equation, by removing the kinetic energy of mean motion and the 
kinetic energy of fluctuating motions, we can get an equation for the mean internal energy 
of the grains phase, similar to (28). When the fluid is light, and has a temperature similar to 
the one of the grains, this equation is nothing but the mean internal energy equation for the 
entire medium: 

 
1, 1,

( ) ( ) ( '' '' ))i f f i i iQt i i
i N i N

v
e v e p v v

t x x x


     


   

  
            

    


    (33) 
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We have neglected in (33) the viscous friction in the fluid phase. 
The equations (32) and (33) need closure assumptions for the contact stress tensor and the 
Reynolds-like tensor, before being useful. The fluid pressure can be calculated with the 

momentum equation for the fluid phase, often reduced simply as 0f
f

p
g

x








   


. 

The modelling of the lasting contact stress tensor 
1,

cg i i
i N

 


     has been studied in 

details in (Borghi & Bonelli, 2007). We will only summarize their results in the next 
paragraph, but we will develop the question how the irreversible thermodynamics can help 
this modelling. The kinetic contribution, due to the velocities fluctuations, can be modelled 
with the principles that have been described in the first part of this chapter, and we will 
discuss this point in §4.3. 

4.2 The modelling of the mean Cauchy stress tensor of lasting contacts 
The approach of Borghi and Bonelli gives an evolution equation for cg

 . The grains are 
assumed elastic, with small strains but large possible displacements, and the contacts are 
displaying partly a reversible behaviour, as proposed by B.Cambou (Cambou,1998, Emeriault 
& Cambou, 1996), and partly irreversible sliding. The obtained evolution equation displays the 
rotational objective derivative of Jaumann, without any additional assumption: 

( ) ( ' ) ( ) : ( )
cg cg cg

g p fe
g g g sym

v
v v c

t x x x


      

  

           
     

D Dσ σ σ


 

      2 2 . ' 2 .g c g g g g symsym sym
Q Q               (34) 

The first term on the R.H.S. is a classical dispersion term due to the fluctuations of the 
velocity and appears for any averaged quantity within a “randomly moving” medium. The 
appearance of the Jaumann objective derivative is justified by the last term, gQ  being the 

averaged rotation rate tensor of the medium, mainly related to ( )g g
skew

v

x








. The tensor ec


 

(fourth order) is an effective elastic stiffness tensor of the medium, due to the elastic 
behaviour within the grains and also particularly of the lasting contacts. The tensor pD  is 
due to the irreversible sliding in the contact zone between two grains, and  fD  is related to 
the change of shape of “void volume” between the grains. The two following terms are due 
to the correlations of the fluctuations of the Cauchy stress with the ones of the rotation rates 
of the contacts and of the medium, respectively. They are not expected to be important 
terms. All the details concerning the definition of these terms can be found in (Borghi & 
Bonelli, 2007). Similarly as for turbulent and two-phase flows previously discussed, most of 
these terms, even when their physical meaning is clear, are not under a closed form in this 
equation, because the influence of fluctuations are imbedded within them, and they have to 
be modelled. We can remark that both the unweighted and weighted averaged velocities 
appeared, but when  g s

    these two velocities are equal.   
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By definition cg
 is an averaged quantity for solid grains,

1,
cg i i

i N

 


    , we can define as 

well an intrinsic mean contact stress tensor  as 
1,

g cg cg i i
i N

  


       . Equation (33), 

together with (30), can give an equation for cg
 , and also  equations for the trace and deviator 

of this tensor. The elastic stiffness tensor ec


 has been formally defined, but it cannot be written 

explicitly, only numerical calculations have been done (Emeriault & Cambou, 1996). Even its 
dependence on g  cannot be theoretically written. For a statistically homogeneous and 

isotropic granular medium submitted to an isotropic stress, it will result that this elastic 
stiffness tensor can be represented with simply an effective compression modulus and an 

effective shear modulus, say ,e eG . These quantities are not necessarily constant, and in 

particular they depend on g , in an unknown manner. We will consider in the sequel this case 

for simplicity, but the general case can be developed as well. Then, the equation for the trace 

and for the deviator of cg
  are simply written in terms of ,e eG  . If we take into account (30), 

remembering that we consider g s
   as constant and defining ( ) / 3g gtrace     , it comes: 

 ( ' ) 3 ge
g g g g g g

vd
v I

dt x x


  

 


         

 


 (35) 

The last term groups all the irreversible effects of sliding contacts, ( : ( )) / 3p feI tr c D D  . 

 ( ' ) 2 ( )ge d
g g g g symcd cd d

vd
v G I

dt x x


   

 


        

 
2 ( )g g skewgd Q     (36) 

dI   is a second order tensor, without trace, taking into account of all the irreversible effects 

resulting in production and destruction for the effective Cauchy tensor of contacts. Now the 

modelling of I  and dI   has to be discussed, and the extended irreversible thermodynamics 

will help us a lot. 

The granular medium is described by the variables , , , ,g cde v      , for which we know 

balance equations, although some terms remain to be closed in it. First we will consider for 
simplicity only the case where the medium is “quasi-static”. It is possible then to neglect all 
terms related to the fluctuations of velocity, and we can concentrate our attention on the 
closure of equation for the mean Cauchy stress of contacts, again in the framework of the 
Extended Irreversible Thermodynamics.  

In this case, the entropy is simply: ( ,1 / , , )g gde        , and we can writes the Euler-Gibbs 

relation, introducing the pertinent partial derivatives: 
1 1

( ) p d
g gd

y yp
d de d d d

T T T T


       


 .  

The balance equation of this entropy can again be found using the balance equations of the 
corresponding variables, i.e. (30), (34), (35), (36). After some algebra, it is found: 
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1 1
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sym f fQ
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dt x T x T T x T x T x

    
 

    

       
           

      

  
 

 ( 3 ) (2 ( ) )p g ge e dd
s sym s d

y v vy
I G I

T x T x

 


 

 
         

 


       (37) 

The reversible terms have to be cancelled in the entropy production. That implies three 
relationships giving three partial derivatives of the entropy, which prescribe three of the 
needed equations of state: 

f fp p  , 2 e cd
d

s

G y


 



, 3 ge

p
s

y


 


 

Then, the Maxwell relations give the form of the forth needed equation of state: 
2( )

( )
6 4

g cd cd
e e

s s

e fct T
G

    
  

  
 . 

The entropy production rate of (37) can be rewritten as: 

 1
( )

3 2
g cd d

Q e e

I I
P

x T T TG

  





 
    

 
       (38) 

In agreement with the Curie theorem, each term separately has to be positive. That gives, 
first, with a linear law, that the heat flux can be represented again with a Fourier law. 
Concerning the effective contact Cauchy tensor, a first linear model could give: 

3 e

g g
v

I 
   


, 

2 e

gd cd
G

I   


σ . 

The coefficients , v   are phenomenological viscosity coefficients, necessarily positive. The 

result would then be very similar to the old Maxwell model for visco-elastic materials. 
But a very non linear model, with a threshold, could equally be compatible with the second 
principle, and may appear in better agreement with experiments for granular media. For 
instance, we could envisage (H being the Heaviside step function): 

 
/3

( )
e g

c g g g
v c

v x
I H


 

 
      

 
 (39) 

 1/2
( / )2

( ) ( sin )
sin

de g sym
g gd cd cd cd

g

v xG
I H k

k


    



 
           
σ σ σ        (40) 

The physical meaning of the discontinuity involved in (39) is that when the medium is 
compressed (then g

  is positive) more than the positive value c , the medium behaves very 

similarly to an elastic compressed solid, but when the medium is less compressed, or 
expanded, the normal contacts are lost in such a way that the "contact-pressure" decreases 
exponentially to zero due to I .  
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With (40), the medium will remain “quasi-elastic” below one plastic limit defined by k and 
the angle  . The existence of this limit is strongly suggested from numerical experiments 
with Discrete Elements Method, and experimental finding give that the medium may 
experience a “solid-fluid transition”.  The Mohr-Coulomb law displayed here is given just as 
example. The appearance of the solid fraction in , dI I    is expected because they involve the 
mean interface area between grains per unit of volume, and this quantity increases with the 
fraction of grains. The simple linear dependence in this quantity may be replaced by an 
empirically found formula. 
If we consider the closures (39), (40) for the equations (35), (36), beyond the plastic limit, in 
the case where the last two terms are predominant and counterbalancing themselves 

(because ( / )d
g symv x

   is very large), (35) and (36) are reduced into algebraic (then local) 

equations, giving simply:  

  
( / )

( sin )
( / )

d
g sym

gcd d
g sym

v x
k

v x


 




 
    

 
σ , and 

( / )

/
g

g v c
g

v x

v x







 
   

 
 

A similar law has been proposed in 1994 (Hutter & Rajagopal, 1994) and recently studied 
with numerical simulations  (Frenette et al. 2002). 
Before the plastic limit, the medium is purely elastic if the first terms on RHS of (34) and (35) 
are negligible. We can specify then that ,g e cd ed

          and deduce the equations for 

these elastic stresses.  

In this case, (34) is reduced to 3 ge
e

vd
dt x







   




. As (30) gives ( ) gvd

dt x






  




, it follows that 

3 e
ed d

dt dt

  



 and it gives nothing but that:  

 3 e

g d 
  

  (41) 

That means that the effective pressure due to the contacts is directly function of the mean 
volumetric mass of the medium, here simply s g    . Of course, the effective compression 

modulus may be also function of the mean volumetric mass, and so this relationship is not 
simply logarithmic. Physically, the effective pressure goes to infinity when the compaction 
goes to the maximum possible (to be empirically known), and becomes zero when the grains 
do not experience lasting contacts. There is again in this case a pressure between grains due to 
short collisions of fluctuating grains, but this pressure is taken into account in the second part 
of the total mean Cauchy stress tensor, which we will consider in the following paragraph. 
Similarly, (35) gives for elastic situations:  

 2 ( ) 2( ( ) )g ge d d
sym skew skewed ed

v vd
G

dt x x

 
 

 

 
    

 
 (42) 

In any situation we can define an elastic part and an irreversible part for the stresses, 
,g e i cd ed id

               , where equations (41) and (42) give the elastic parts and the 
total is given by (35) and (36) with (39) and (40). 
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4.3 The modelling of the mean kinetic stress tensor 
We consider now the contribution

1,

'' ''i i i i
i N

v v 



   , due to the fluctuations of the local 

velocities within the grains with respect to the mean velocity gv  of all the grains. This term 

is quite similar to the Reynolds stress for the turbulent flows, and that suggests that a model 
similar to turbulent models can be proposed. We will study now this modelling, considering 
that we have left the quasi static regime, and even that the motion of the granular medium is 
sufficiently fast in such a way that the total mean Cauchy stress tensor is dominated by the 
kinetic stress. 
In this case, it is clear that we can apply the irreversible thermodynamics approach 
developed in §3.2 for usual two-phase flows, without lasting contacts, similar to the 
framework of the Prandtl mixing length. The result with a linear approximation will be that 
again a Boussinesq relation can be proposed for the mean kinetic stress: 

 
1,

2 2
'' '' ( )

3 3
g g geff

i i i s g g s g gi
i N

v v v
v v k

x x x

  
   

  

  
            

  
  

  (43) 

Of course, we have defined
1,

1
'' ''

2s g g i i i i
i N

k v v 



     . This quantity is the kinetic energy 

of fluctuations for the grains, related to what is called “granular temperature” (with a 
relation like g k Gk R T  ) in the framework of granular gases. At the same time, this quantity 

is directly related to the normal mean kinetic stress: 2 s g gP k    . 

It remains then to find a model for the “effective kinetic viscosity coefficient” eff
g , and 

following again the same path a model similar to the Prandtl mixing length is necessarily 
found. Similarly as in §2.2, transposing formula (13), we have:  

 2 1/2(( )( ))g g g geff
g g t

v v v v
C l

x x x x

   

   

   
   

   

   
 (44) 

In addition, it is shown in §2.2 that the kinetic energy of fluctuations is: 

 2( )( )g B t
v v v v

k C l
x x x x

   

   

   
  

   
   

 (45) 

,B gC C  are constants. In a simple case of sheared granular medium, that gives for the normal 

and the shear stresses ,P T : 

 2 21
( ) , / /(2 )

2 B t g B
V

P C l T P C C
y


  


 (46) 

In 1954, R.A.Bagnold has found in his pioneering experiment, for the highly sheared regime 
called “grain-inertia regime”, a quite similar law (even if the reliability of the experimental 
results is not so clear, see Hunt et al., 2002). He found the length tl  was given proportionally 
to the mean diameter of the grains, as 1/3

max/(( / ) 1)t g gl d    , (Bagnold, 1954). 
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How to specify this length scale is a critical point of the modelling. The framework of the 
Prandtl model does not say anything about it. The experiments of Bagnold have given an 
empirical law linking it to the solid fraction g , and to the grain diameter, but for turbulent 
flow, it has been found that this length scale is only related to the size of the experimental 
device. That is because the flow field imposes to the fluctuations its own scale. We can 
suspect that this can be true also for granular flows, meaning that the fluctuations do 
concern not simply each grain independently of the others, but some times, in some places, 
do concern groups of grains, whose size depends on the geometry of the flow. In this case, 
the law for the mixing length would necessarily take into account this geometry, as well to 
the grain diameter and  the solid fraction… 
It is not conceptually difficult to obtain a balance equation for gk , following the same route 
as for two phase flows. Here, we can continue to neglect the friction force of fluid phase, but 
we keep the lasting contact Cauchy stress, which is the only source of dissipation of kinetic 
energy. Transposing (6), and recognizing the elastic parts and irreversible parts of the mean 
contact stresses , ,cg eg g e iig cd ed id

                    , we get: 

1
( ) ( ) ( " " " " " " )

2g g g g g g g g f f f s g g g gcdk v k v v v p v v v
t xx
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v v p p

x x x x x x

    
    

     

     
            

     
 

 (47) 

The last term in this equation is nothing but the dissipation rate of kinetic energy, due to the 
irreversible effects of the contacts, that we can note g . The first term on the R.H.S. is a 

classical dispersion term, the second one is a production term directly related to the gradient 
of the mean velocity, which appears classical also. The other terms are responsible for 
transfer of kinetic energy from the elasticity of the grains phase or the fluid phase. They are 

not in closed form, because they involve fluctuations, except g
f f

v
p

x












, and their 

modelling is to be studied. One can already propose that the fluid motion between the grain, 

with very low velocity, is divergence free, then 0f
f f

v
p

x





 . We can then rewrite formally: 
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    (48) 

We see first, if we compare this equation to the one for turbulence kinetic energy, eq. (6), 
that applying the Prantdl mixing length approach for obtaining the Bagnold formulas (46) 

needs to neglect the terms 
' 'g g g

e g g f fed

v v v
p

x x x

  
 

  

  
     

  


 within (48). Indeed, the two 
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first of these terms are due to lasting contacts between grains, and they are expected to be 
less and less efficient when the solid fraction decreases. The term due to the fluid phase is 
also expected to be small when the fluid is not submitted to compression or expansion. 
Second, this equation is very similar to the equation for the granular temperature in 
“granular gases”. For instance we can take the one proposed by S. B. Savage and co-workers 
(Lun et al, 1984). 

 3 3
( ) ( ) ( )
2 2

gG
G g G G

vT
T v T K D T

t x x x xx





   

   
           
    


        (49) 

The tensor  is what we have called in §4.1 the kinetic stress, and the constitutive relation 

“formula” is given by the classical theory of granular gases 

0( (1 4 ( )) ( ) )g g g
G g g v

v v v
T

x x x

  

  
  

  
              

  

  
. The first diagonal 

contribution in this stress tensor is simply proportional to the granular temperature itself, 
the two last ones are linked to the mean velocity gradient with effective viscosity 
coefficients , v  , which the theory relates to the variables , ,G gT d  . The first diagonal term 

involves a reversible contribution which is nothing but G s g GT T    , but involves also an 

irreversible contribution related to  . The coefficients ,K D  in (49) are also diffusion 
coefficients proportional to , v  . The last term of (49) is a destruction term due to inelastic 

collisions, and the classical theory gives
1/2

5( ) G
g

T
d

    . The functions 0 5,   are non 

dimensional functions of the solid fraction only. 
We notice the close analogy with our equation (48) for gk . We recognize the dispersion 

flux, the production term due to mean velocity gradient, and the last term is the dissipation 
rate. Similarly to the Prandtl model, the kinetic stress is related to the gradient of mean 
velocity with the Boussinesq relation, and the dissipation rate is calculated proportional to 

3/2
G

t

T
l

, with the length scale tl  linked to the mean diameter of the grains. There is also a 

dependence on the solid fraction, which is due to the occupation of the space when there are 
many grains. We get in (48) additional terms due to the elastic properties of the grain phase, 
which are not considered in granular gases because the lasting contacts are not considered, 
only instantaneous collisions are supposed to play. We can then consider that (48) agrees 
with the classical developments of the theory of granular gases and extend their validity for 
granular medium where the solid fraction is sufficiently high and the global velocity is low, 
in such a way that the enduring contacts can no more be neglected.  
The problem of finding the length scale that plays  in these models, taking into account or 
not that there are “cooperative motions” of groups of grains, remains. We can remark that a 
model similar to the k-epsilon model is able to address this problem. We could follow the 
approach of §2.3 for the modelling of the equation for gk and of an equation for g , from 
which we can extract a length scale.  The irreversible thermodynamics will hep us, as shown 
in §2.3, for choosing the terms and the coefficients of these balance equations.  
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5. Conclusion  

We have applied the “Extended Irreversible Thermodynamics” approach in order to built 
models for three examples of “random media”, and we have found that this approach do 
justify the bases of classical models, which have been proposed without any reference to 
Thermodynamics. Of course, this approach gives only the shapes of the laws, and there are 
constants or non-dimensional functions remaining, to be determined from experiments. The 
approach can be applied to different models, more or less detailed, for the same kind of 
situation. We have shown only a few examples, and other models, in other situations can be 
studied with the same route.  
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1. Introduction  

When conventional metal alloys are cooled from their molten state, atoms will quickly 
rearrange themselves in a long range regular and periodic manner. Therefore, conventional 
metallic materials have a crystalline structure in nature. The structure of amorphous alloys 
is very different from that of the conventional metals, where the atoms are "frozen" in a 
random, disordered structure when the molten liquid was cooled fast enough to frustrate 
the formation of crystalline structure. The first amorphous alloy, Au75Si25 (in atomic percent, 
at.%, throughout this chapter), was formed in 1960 (Klement et al., 1960) by using a rapid 
quenching technique for chilling metallic liquids at very high rate of 105 – 106 K/s. Since 
then, considerable effort has been devoted to form amorphous structure through kinds of 
rapid solidification techniques (Suryanarayana, 1980). The research on amorphous alloys 
have received more development momentum in the early 1970s and 1980s when the 
continuous casting technique was developed for commercial manufacture of metallic glasses 
ribbons, lines, and sheets (Chen, 1980). However, the high cooling rate has limited the 
geometry of amorphous alloys in the form of thin sheets and lines. Such a small physical 
size (less than 50 μm) has significantly limited the potential industrial/commercial 
applications of this new class of materials. As a result, a variety of solid-state amorphization 
techniques were developed in 1980s to form amorphous alloys (see two reviews as Johnson, 
1986; Cahn & Zarzycki, 1991). Two terms “amorphous alloy” and “metallic glass” have been 
using to describe these novel materials. A widely used “amorphous alloy” is adopted in this 
chapter to describe any metallic alloy that does not possess crystallinity. However, this 
chapter still uses “metallic glass” especially for that obtained by melt quenching techniques. 
The first bulk metallic glass, defined as the amorphous alloys with a dimension no less than 1 
mm in all directions, was discovered by Chen and Turnbull (Chen & Turnbull, 1969) in ternary 
Pd-Cu-Si alloy. These ternary bulk metallic glass-forming alloys have a critical cooling rate of 
about 100 K/s and can be obtained in the amorphous state with thickness up to 1 mm and 
more. Since then, especially after the presence of new bulk metallic glasses in La55Al25Ni20 
(Inoue et al., 1989) and Zr41.2Ti13.8Cu12.5Ni10.0Be22.5 (Peker & Johnson, 1993), multicomponent 
bulk metallic glasses  which could be prepared by direct casting at low cooling rates have been 
drawing increasing attention in the scientific community. A great deal of effort has been 
devoted to developing and characterizing bulk metallic glasses with a section thickness or 
diameter of a few millimetres to a few centimetres. A large variety of multicomponent bulk 
metallic glasses in a number of alloy systems, such as Pd-, Zr-, Mg-, Ln-, Ti-, Fe-, and Ni-based 
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bulk metallic glasses, have been developed via direct casting method through low cooling 
rates of the order of 1 – 100 K/s (Inoue, 2000; Suryanarayana & Inoue, 2011). In this method, 
the compositions of alloys are carefully designed to have large glass-forming ability (GFA) so 
that “bulk” amorphous alloys can be formed at a low cooling rate. From the requirement for 
high cooling rates to bypass crystallization, it is clear that metallic glasses cannot be directly 
cast in very large sizes. The "record" size of the bulk metallic glasses is 72 mm diameter for a 
Pd40Cu30Ni10P20 bulk metallic glass (Inoue et al., 1997). Currently, amoprhous alloys have a 
variety of uses for sports and luxury goods, electronics, medical, and defense. 

2. Alloy development strategies  

Amorphous alloys have become more and more attractive because of their excellent chemical, 
electrical, high mechanical strength, good corrosion resistance, reduced sliding friction and 
improved wear resistance, excellent soft and hard magnetic properties, and unique optical or 
electrical properties (Johnson, 1999; Inoue, 2000; Eckert et al., 2007; Wang, 2009; Xu et al., 2010; 
Suryanarayana & Inoue, 2011). A very large number of amorphous alloys have been 
synthesized from binary to ternary, quaternary, and even higher order alloy systems in the last 
50 year, no matter by direct melt cooling methods or through solid-state amorphization 
techniques. In order to obtain the fundamental knowledge of the glass-forming ability (GFA) 
of multicomponent alloy systems to search for bulk metallic glasses with larger dimensions, a 
great number of parameters/indicators have been proposed to evaluate the GFA of 
amorphous alloys produced in a large number of alloy systems. Suryanarayana and Inoue 
have summarized these GFA parameters (Suryanarayana & Inoue, 2011), including reduced 
glass transition temperature Trg (=Tg/Tl, where Tg is glass transition temperature and Tl is 
liquidus temperature), supercooled liquid region Tx (=Tx–Tg, where Tx is the onset 
crystallization temperature), α parameter (=Tx/Tl),  parameter (=1+Tx/Tl), γ parameter 
(=Tx/(Tg+Tl)) and so on. Although different GFA parameters were able to give a reasonably 
good correlation for some bulk metallic glass-forming alloy systems, not one single parameter 
could satisfactorily explain the glass-forming ability of all bulk metallic glass-forming alloy 
systems. It is noted that, all the aforementioned GFA parameters require the transformation 
temperatures data (i.e. glass transition temperature Tg, onset crystallization temperature Tx or 
liquidus temperature Tl) of an amorphous alloy. However, these transformation temperatures 
could be obtained only after the amorphous alloy has been formed and is reheated in thermal 
analysis equipment (i.e. DSC/DTA). In addition, the values of these transformation 
temperatures, especially the onset crystallization temperature Tx and liquidus temperature Tl 
are largely dependent on the heating rate that is adopted to reheat the amorphous alloys in a 
DSC/DTA equipment (Zhang et al., 2006). 
Because of the absence of fundamental theory to predict easy glass formation, presently the 
search for new compositions for amorphous alloys is conducted largely by trial-and-error 
approach, partially guided by experimental and/or computer calculated phase diagrams and a 
few empirical rules. Various alloy development strategies have been proposed for 
multicomponent glass-forming alloys, such as Egami’s volume strain criterion (Egami & 
Waseda, 1984; Egami, 1997, 2003; Yan et al., 2003), Inoue’s three empirical rules (Inoue et al., 
1990, 1992), and Miracle’s topological criterion (Senkov & Miracle, 2001; Miracle & Senkov, 
2003). Among them, Inoue’s three empirical rules, which were formulated based on the 
extensive data generated on the formation of bulk metallic glasses, are the mainstay for a long 
time to guide the search of new bulk glass-forming alloy compositions in multicomponent 
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alloy systems. In fact, hundreds of multicomponent alloy compositions have been prepared in 
amorphous state guided by these three empirical rules. The Inoue’s rules are as follows: 
 The multicomponent alloy system must consist of at least three components. The 

formation of amorphous phase becomes easier with increasing the number of 
components in the alloy system. 

 The atomic radius mismatch between the constituent elements must differ from each 
other by greater than 12%, and 

 There should be large negative heats of mixing between the main components in the 
alloy system. 

Among these criteria, the first one is based on the thermodynamic and kinetic aspects of glass 
formation. The increment of the number of components in an alloy will significantly increase 
the entropy of fusion, leading to an increase in the degree of the dense random packing of 
atoms. This results in a decrease in enthalpy of fusion and also an increase in the solid–liquid 
interface energy. As a result, these factors contribute to a decrease in the free energy of the 
system. The second criterion is based on the topological aspects (structure and packing of 
atoms), and the third one is essential for mixing of atoms (alloying to occur) and for the 
formation of a homogeneous amorphous phase. The combination of the significant differences 
in atomic sizes between the constituent elements and the negative heat of mixing is expected to 
result in efficient packing of clusters and consequently increase the density of random packing 
of atoms in the supercooled liquid state. This, in turn, leads to increased liquid–solid interface 
energy, and decreased atomic diffusivity, both contributing to enhanced glass formation. 
Even though the Inoue’s three empirical rules have received great success in the development 
of bulk metallic glasses, some apparent exceptions have been reported in a few alloy systems. 
The recently developed bulk metallic glasses in some binary alloy systems such as Ca–Al, Cu–
Hf, Cu–Zr, Ni–Nb, and Pd–Si (Suryanarayana & Inoue, 2011) have apparently broken the first 
criterion among the Inoue’s three empirical rules. Although the maximum sizes of these bulk 
metallic glasses in binary alloys are too small (about 1 − 2 mm), they are indeed belong to the 
family of bulk metallic glasses as their size is greater than the well-defined critical size of bulk 
metallic glass (no less than 1 mm). It is noted that the aforementioned strategies could not 
effectively pinpoint the chemical compositions for glass formation in multicomponent alloy 
systems. Therefore, the search of new compositions for bulk metallic glass-forming alloys 
could only rely heavily on the trial-and-error approach, which involves considerable 
laboratory work to find a good bulk glass-forming alloy composition. A three-dimensional 
search method has been developed to navigate in three-dimensional composition space for 
locating the best glass-forming compositions in the Mg–(Cu,Ag)–(Y,Gd) alloy system (Ma et 
al., 2005; Zheng et al., 2006). By combining these alloy development strategies with the 
knowledge of the very recently developed bulk metallic glasses, a four-step approach has been 
recently proposed for searching the compositions to form bulk metallic glasses in 
multicomponent alloy systems (Fan et al., 2010). It involves: (a) searching deep eutectic 
composition(s) in binary or ternary phase diagrams, (b) alloying 10-20 at.% metals showing a 
mutual solubility with one of the base elements, (c) selecting suitable alloying elements with 
large difference in atomic size and negative heat of mixing to main component, and (d) micro-
alloying 1-2 at.% appropriate elements. Actually, this four-step approach is still involved in the 
frame of Inoue’s three empirical rules. 
Considering their chemical compositions, amorphous alloys are quite complex, usually 
containing more than 3 (mostly 4−6) constituent elements. This chemical complexity makes 
it very laborious to search for the best bulk glass-forming composition in each 
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multicomponent alloy system. Although the above-mentioned alloy development strategies 
have been used with some success, the search for good bulk metallic glass-forming 
composition guided by these strategies has not been completely satisfactory and does need 
tremendous laboratory work. Furthermore, phase diagrams are currently unavailable for the 
multicomponent alloy systems, only for up to 3 or 4 components. Since the complexity of 
phase diagrams increases with the component number in an alloy system, it is hard to 
determine the effect of the alloying elements on the existed phase diagram or the eutectic 
compositions (and much less about deep eutectics). It is worthy to note that the chemical 
compositions having the best glass-forming ability need not always lie at the eutectics and 
they could be located at off-eutectic compositions (Wang et al., 2005). In addition, it will be a 
formidable problem to determine the minimum solute content in such a high order alloy 
system, because the contribution of each constituent element to the volumetric strain is 
going to be different depending on their atomic sizes. The situation becomes more complex 
when one realizes that the magnitude and the sign of stress could be different for different 
alloying elements. Therefore, it would be great for the development of new multicomponent 
bulk metallic glasses if the glass-forming ability of a designated multicomponent glass-
forming alloy composition could be ascertained without the necessity of doing any 
experiments to form the amorphous samples. It will cut down a lot of laboratory work by 
the current trial-and-error approach to find a good bulk glass-forming composition in a 
multicomponent alloy system. Therefore, a predictive approach and thermodynamic 
modelling (for example, through the measured or calculated heats of mixing or other 
thermodynamic parameters) is required to solve this problem.  

3. Thermodynamic approaches based on enthalpy calculation 

The thermodynamic properties of alloys are very important for the understanding of the 
relative stability of alloys and phases. From the laws of classic thermodynamics, the 
thermodynamic stability of a system at constant temperature and pressure is determined by 
its Gibbs free energy, G. The Gibbs free energy of a system is defined as 

ܩ  = ܪ − ܶܵ    (1) 

where H is the enthalpy, T is the absolute temperature, S is the entropy. 
Thermodynamically, a system at constant temperature and pressure will be in a stable 
equilibrium if it has the lowest possible value of the Gibbs free energy. 
Any transformation that results in a decrease in Gibbs free energy is possible. Therefore a 
necessary criterion for any phase transformation is 

ܩ∆  = ଶܩ − ଵܩ = ܪ∆ − ܶ∆ܵ < 0    (2) 

where G1 and G2 are the free energies of the initial and final states, respectively. The 
transformation need not go directly to the stable equilibrium state but can pass through a 
whole series of intermediate metastable states. 
It can be seen from the definition of G, Equation (1), that the state with the highest stability 
will be that with the best compromise between low enthalpy and high entropy. Thus, at low 
temperature metallic crystalline solids are most stable since they have the strongest atomic 
bonding and therefore the lowest internal energy (enthalpy). On the other hand, liquids and 
gases become more stable at elevated temperatures since the −TS term dominates due to 
high atomic vibration frequency (entropy) at elevated temperatures. Therefore, amorphous 
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phase becomes more “stable” when its Gibbs free energy is lower than that of the competing 
crystalline phase. In other words, the Gibbs free energy change ΔG (= Gamorphous − Gcrystalline) 
becomes negative. 
There are several ways to obtain thermodynamic properties of an alloy. One possibility is 
the experimental investigation. However, it is impossible for some alloys to conduct the 
experimental measurements due to both technological difficulties and high cost and huge 
time consumption. So, systematic prediction via theory is a significant and effective 
approach to obtain thermodynamic properties of alloys, especially for multicomponent 
alloys. Strictly speaking, it is the Gibbs free energy rather than the enthalpy that should be 
considered to determine the stability of a phase. However, the contribution from entropy is 
much smaller than that from enthalpy in solid compounds, and therefore the entropy 
contribution to the free energy term is neglected, and only the enthalpy term is regarded as 
an indicator of the stability of an alloy (Suryanarayana & Inoue, 2011). A number of 
methods, both computational and experimental, have been devised to estimate the 
formation enthalpies of alloys. In order to cast a wide search net for prospective alloys or 
alloy modifications, a rapid means of estimating the formation enthalpies would greatly 
speed up the discovery of the good glass formers in multicomponent alloy systems. The 
following four types of theoretical methods have been used to estimate the formation of 
amorphous structure in multicoponent alloy systems. 
 First principles calculations, within the framework of density-functional theory, 
 Statistical mechanics based approaches, using atomistic simulation techniques like ab-

initio calculations, molecular dynamics simulations and Monte Carlo methods, 
 Solution thermodynamics, based on extrapolation of experimental data, as in the 

CALPHAD (which stands for CALculation of PHAse Diagrams) method, and 
 Semi-empirical methods like Miedema’s semi-emprical model, or the BFS (Bozzolo-

Ferrante-Smith) model, which is in turn based on the equivalent crystal theory.  
Each of these methods has its own pros and cons (Ray et al., 2008). First-principles 
calculations can yield highly accurate values, however, they also have a high computing cost 
and require prior information on the crystal structure. There are great amounts of 
calculations to be performed for the prediction of the formation enthalpy of a binary alloy 
using the first principles, and this amount increases rapidly with increasing the number of 
component. Atomistic simulations of energy can be carried out using harmonic methods, 
which can be used only for solid phases. But, some parameters such as vibrational 
frequencies necessary in these methods could only be obtained from the quasiharmonic 
lattice theory. The CALPHAD method is based on expressing the thermodynamic variables 
as a polynomial function of temperature. Extensive database of these functions is largely 
required for multicomponent alloys. In absence of such a database the CALPHAD approach 
cannot be used. Amongst the semi-empirical approaches, the Miedema’s approach is 
perhaps the most commonly used one. The Miedema’s method can be adapted for 
extremely fast calculation of enthalpies, although theses semi-empical approaches are not as 
accurate as ab-initio techniques. However, in situations where a large number of alloys have 
to be considered in absence of a prior thermodynamic database, an approach like the 
Miedema’s model could provide an excellent starting point. 

4. Thermodynamic approach for amorphous alloys via Miedema’s model  

The stability of any given phase is determined by its Gibbs free energy with reference to the 
competing phases. Thus, an amorphous phase will be stable if its Gibbs free energy is lower 
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than that of the competing crystalline phase(s) in the glass-forming alloy systems. Miedema 
(de Boer et al., 1988; Bakker, 1998) has developed a semi-empirical method to calculate the 
enthalpies of the formation of liquid, solid solutions, intermetallic compounds, and 
amorphous phases in alloys based on the chemical, elastic, structural, and topological 
effects. So far, the Miedema’s semi-empirical model is a simple and powerful way to 
calculate the mixing enthalpy of alloys. The Miedema’s semi-empirical model was primary 
developed for binary alloy systems, and it has been subsequently extended for ternary alloy 
systems (Gallego et al., 1990) and for quaternary or higher order alloy systems (Zhang et al., 
2007). Regarding the applications of the Miedema’s model to amorphous alloys, it could be 
used for predicting the glass-forming ability, glass-forming composition range, onset 
crystallization temperature, glass transition temperature and so on. This section only gives 
two application examples for the predictions of the glass-forming composition range (GFR) 
and glass-forming ability (GFA), and the applications for others could be retrieved in 
literatures (for examples, de Boer et al., 1988; Bakker, 1998; Takeuchi & Inoue, 2001).  

4.1 The original Miedema’s model for binary alloys 
In general, the formation enthalpy of an alloy consists of the following four common parts 
depending on the type of the alloy 

ܪ∆  = ܪ∆ + ௦௧ܪ∆ + ௦௧௨௧௨ܪ∆ +  ௧           (3)ܪ∆

The first part ∆ܪ is the enthalpy of chemical mixing. The Miedema’s model uses only 
three quantities, attached to each element, that determine enthalpy changes upon alloying: 
molar volume, electronegativity and the electron density at the boundary of the Wigner-
Seitz cell. All parameters and constants used in the model are estimated and tabulated by 
Miedema and can be found in literatures (de Boer et al., 1988; Bakker, 1998). In Miedema's 
model, atoms are conceived as “blocks” of the element (de Boer et al., 1988). These blocks 
represent Wigner-Seitz cells or, in general, they correspond to the Voronoi or Laguerre 
polyhedra. In this picture, when bringing dissimilar atoms into contact, energy effects occur 
at the interface, where the two polyhedra are in contact, and will correspondingly be 
proportional to the area of this interface. Thus, for dilute solution of atoms A in an excess of 
atoms B, this area is proportional to ܸଶ/ଷ, where VA is the molar volume of A. 
A second quantity that plays a role in the enthalpy change upon alloying is a sort of potential 
that is felt by the outer electrons of the atom. It resembles the electronegativity and is denoted 
by φ (Pauling, 1960). The potential φ gives the energy −eφ that is needed for bringing such an 
electron with negative charge e to infinity, so it has a positive sign and is expressed in Volt. 
This energy is proportional to −(߮ − ߮)ଶ, because an amount of electronic charge ∆ܼ ∝|−߮ − ߮| is transferred over this “potential” difference with a corresponding energy gain of |∆ܼ ∙ ∆߮|. The square −(߮ − ߮)ଶ is also clear from the fact that the enthalpy effect is the 
same. In both cases the same amount of electronic charge is transferred, no matter the 
electronic charge is transferred from A to B or the other way. This energy contribution is called 
negative part of the enthalpy upon alloying ∆ܪ		௧ (negative part). The actual values of 
the φ's, used in Miedema's model are slight modifications of measured values, within 
experimental error, in order to obtain a set of parameters that adequately describe the alloying 
behavior. A second term in the enthalpy is “the density at the boundary of the Wigner-Seitz 
cell” and is denoted by ݊ௐௌ. This value is always positive and represents the positive term in 
the mixing enthalpy ∆ܪ		௧ (positive part). The origin of the positive term in the 
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enthalpy lies in the fact that, when solving an A atom in a B host a discontinuity in ݊ௐௌ is 
created, which is not allowed so that the discontinuity should be smoothed at the boundary by 
bringing electrons to higher energy levels, which explains the positive sign of this contribution. 
The enthalpy change is proportional to (݊ௐௌଵ/ଷ − ݊ௐௌଵ/ଷ )ଶ and is, for a similar reason as 
previously outlined, a squared difference (Bakker, 1998). The sum of positive and negative 
parts may be either positive or negative in sign, depending on the relative absolute values of 
both parts. Miedema has found in a semi-empirical way the dependence between these three 
quantities and the chemical (interfacial) enthalpy for solving one mole of transition metal A in 
an excess of transition metal B 

(ܤ	݊݅	ܣ)ܪ∆  = ಲమ/య(ೈೄషభ/య)ೌೡೝೌ {−ܲ(∆߮)ଶ + ܳ(∆݊ௐௌଵ/ଷ)ଶ + ܴ}		        (4) 

where P, Q and R are empirical constants for a given group of metals. P and Q  
are proportionality constants, and constant R is connected with the hybridization of d-type 
wave functions with p-type wave functions if transition metals and non-transition metals 
become nearest neighbours in an alloy. The term “chemical” refers to the effects due  
to electron transfer and smoothing of the electron density at the boundary of the Wigner-
Seitz cell. 
In the case of random, dilute solution of two elements having equal molar volumes (A in B 
with fractions cA and cB correspondingly) the chemical enthalpy effect upon the formation of 
a alloy is 

(ܣ	݂	݈݁݉	1)ܪ∆  = ܿ∆ܪ(ܣ	݊݅	ܤ)                (5) 

since the average contact of atoms A with atoms B is given by cB. 
Or, the same per 1 mole of atoms (“A plus B”): 

(ݏ݉ݐܽ	݂	݈݁݉	1)ܪ∆  = ܿܿ∆ܪ(ܣ	݊݅	ܤ)              (6) 

In the case of the atoms with different sizes the surface area is also different for atoms A and 
atoms B. Therefore, Miedema introduced the concept of surface fraction or “surface 
concentration” as 

 ܿௌ = ಲಲమ/యಲಲమ/యାಳಳమ/య		         (7) 
 ܿௌ + ܿௌ = 1         (8) 

And in this case one obtains 

(ݏ݉ݐܽ	݂	݈݁݉	1)ܪ∆  = ܿܿ௦∆ܪ(ܣ	݊݅	ܤ)              (9) 

It is clear that in an ordered compound the surface contact between atoms A and atoms B is 
larger than that in a completely disordered alloy. Miedema denoted the degree to which 
atoms A are in contact with atoms B by ݂. Comparison of the experimental and calculated 

enthalpies has shown that ݂ could be well described by ݂ = ܿ௦ ቂ1 + ൫ߛ ܿௌܿௌ൯ଶቃ, where γ = 0 

for completely disordered alloys, γ = 8 for intermetallic compounds and γ = 5 for 
amorphous alloys (Weeber, 1987). Therefore, the Equation (9) can be generalized and 
rewritten in the form 
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ܪ∆  = ܿ ݂ ಲమ/య(ೈೄషభ/య)ೌೡೝೌ {−ܲ(∆߮)ଶ + ܳ(∆݊ௐௌଵ/ଷ)ଶ + ܴ}       	(10) 
The second term ∆ܪ௦௧ in Equation (3) is elastic enthalpy representing the so called size 
mismatch enthalpy. In solid solutions, where atoms of different sizes have to occupy 
equivalent lattice positions, an additional positive contribution to the alloying enthalpy 
arises due to lattice deformations necessary to accommodate atoms of different sizes. In 
order to estimate the mismatch enthalpy Miedema used continuum elastic theory of Eshelby 
and Friedel (Eshelby, 1956) and received the following equation for the elastic part of the 
enthalpy upon alloying 

(ܤ	݊݅	ܣ)௦௧ܪ∆  = ଶಲீಳ(ಲିಳ)మସீಳಲାଷಲಳ           (11) 

where K is the bulk modulus, G is the shear modulus and V is the molar volume. Elastic 
enthalpy is essential for solid solutions only, when solute atoms are randomly distributed in 
the lattice of the solvent. In contrast, in liquids and in solid ordered equilibrium phases this 
energy is almost non-existent. 
The ∆ܪ௦௧௨௧௨  contribution appears, according Miedema, in the solid solutions and reflects 
the preference for the transition metals in the 3d series to crystallize in one of the main 
crystallographic structures body-centered cubic (bcc), face-centered cubic (fcc) or hexagonal 
closely packed (hcp), depending on Z, the number of valence elections per atom. Miedema 
constructed, partly on the basis of band-structure calculations, partly on empirical findings 
of the structural stabilities for bcc, fcc and hcp structures of metals (de Boer et al., 1988; 
Bakker, 1998). 
Since the crystal structure of a pure transition element depends on the number of valence 
electrons Z of the metal, the solution of one mole of atoms A in excess of atoms B leads in 
fact to the transformation A to B from a structural point of view and the corresponding 
energy change can be written as ܧఙ, −  ఙ,. But atoms A, which are virtually transformedܧ
into atoms B have a different number of electrons than atoms B themselves. Therefore, the 
total number of electrons per atom in an alloy also differs from the value of pure atoms B 

and the structural enthalpy will change by an amount ( ܼ − ܼ) డா,ಳడ . Thereby the total 

structural enthalpy change per mole of solvent atoms is determined by 

(ܤ	݊݅	ܣ)௦௧௨௧௨ܪ∆  = (ܼ − ܼ) డா,ಳడ + ൫ܧఙ, −  ఙ,൯                (12)ܧ

The last term ∆ܪ௧ in Equation (3) is called topological enthalpy. For liquids the 
topological enthalpy, accounting for the difference between the crystalline state and the 
liquid state is the heat of fusion with the magnitude of about ܴ തܶ, where R = 8.31 J K-1 is the 
gas constant and തܶ is the average of the two melting temperatures. 
In amorphous alloys a certain degree of relaxation towards the solid state exists, so that the 
enthalpy contribution will be lower. It has been proposed as (Bakker et al., 1995) 

௧ܪ∆  = 3.5 × 10ିଷ ∙ ൫ ܿ ܶ, + ܿ ܶ,൯,    (13)																											ଵି݈݉	ܬ݇

According to this one can write the formation enthalpies of different types of alloys in the 
following forms 
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௨ௗܪ∆  = ܪ∆                                     (14) 

௦௨௧	௦ௗܪ∆  = ܪ∆ + ௦௧ܪ∆ +          (15)	௦௧௨௧௨ܪ∆

௨ௗܪ∆  =                                   (16)ܪ∆

௨௦ܪ∆  = ܪ∆ +  ௧                    (17)ܪ

All previous equations can be applied for only one type of concentrated binary alloys: 
intermetallic compounds, and for random, dilute solutions, but not for concentrated 
solutions. Miedema solved this problem by just averaging according to the following 
equations: 

ܪ∆  = ܿܿൣ ݂∆ܪ(ܣ	݊݅	ܤ) + ݂∆ܪ(ܤ	݊݅	ܣ)൧    (18) 

௦௧ܪ∆  = ܿܿൣܿ∆ܪ௦௧(ܣ	݊݅	ܤ) + ܿ∆ܪ௦௧(ܤ	݊݅	ܣ)൧          (19) 

௦௧௨௧௨ܪ∆  = (〈ܼ〉)݁ݎݑఙ௦௧௨௧ܧ −  ఙ(〈ܼ〉)             (20)ܧ

where 〈ܼ〉 is the average number of valence electrons, ܧఙ௦௧௨௧௨(〈ܼ〉) is the value of Eσ for 
the most stable structure with 〈ܼ〉 electrons per atom, ܧఙ(〈ܼ〉) is a linear extrapolation 
between the lattice stabilities of the two relevant metals in their equilibrium states. 
One of the well-known applications of the Miedema’s model is to predict the glass-forming 
composition range (GFR) in glass-forming alloy systems. In general, by comparing the 
enthalpy difference between the formation enthalpy of the amorphous phase (∆ܪ௨௦) 
and that of the solid solution (∆ܪ௦ௗ	௦௨௧) or intermetallic compounds (∆ܪ௨ௗ), the 
glass-forming range can be estimated. That is, if the enthalpy of the formation of the 
amorphous phase is lower than that of the solid solution or that of the intermetallic 
compounds, the amorphous phase is preferentially formed, otherwise, when considering 
metastable equilibrium conditions, the solid solution or intermetallic compounds are easily 
formed (“general method”). Or, the glass-forming range can also be estimated using the 
“common tangent method”, i.e. using two common tangents between the enthalpy curves of 
the amorphous phase and the competitive crystalline phases such as the solid solutions 
and/or the intermetallic compounds (Weeber & Bakker, 1988). The compositions where the 
formation enthalpy curve of the amorphous phase attains the lowest absolute values then 
define the glass-forming composition range. In contrast, the compositions between the 
common tangents give an estimate for the two-phase region where the amorphous phase 
coexists with crystalline phases. The Miedema's model was applied to predict the glass-
forming composition ranges in a series of binary alloy systems (Weeber et al., 1988), such as 
Cu-Ti, Ni-Ti, Ni-Zr, Ni-Nb, and so on. Fig. 1 gives an example of the calculated enthalpies of 
amorphous phase and that of the terminal solid solutions in the Ni-Ti binary alloy system. 
The predicted glass-forming composition range in the Ni-Ti system is 24 - 77 at.% Ni, which 
is in well agreement with the experimental glass-forming composition range (28 - 72 at.% 
Ni) prepared by mechanical alloying. Table 1 summarizes the predicted glass-forming 
composition ranges determined by applying the Miedema’s model and the experimental 
results under mechanical alloying in several binary alloy systems. It shows that, in binary 
alloy systems, the determined glass-forming composition ranges by the Miedema’s model 
are in accordance with those obtained from experimental observations.   
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Alloy Predicted range Measured range 
Ni-Ti 24 - 77 at.% Ni 28 - 72 at.% Ni 
Ni-Zr 24 - 83 at.% Ni 20 - 80 at.% Ni 
Ni-Nb 31- 80 at.% Ni 20 - 80 at.% Ni 
Cu-Ti 28 - 75 at.% Cu 10 - 87 at.% Cu 
Fe-Zr 27 - 79 at.% Fe 30 - 78 at.% Fe 
Pd-Ti 20 - 54 at.% Pd 15 - 58 at.% Pd 
Cu-Hf 29 - 79 at.% Cu 30 - > 70 at.% Cu 
Ni-Hf 25 - 84 at.% Ni 15 - 65 at.% Ni 

Table 1. Some examples of the predicted glass-forming composition ranges in binary alloy 
systems, determined by using the Miedema’s model, and the measured composition ranges 
under mechanical alloying. (Reprinted from Weeber et al., 1988. With permission) 

 

 
Fig. 1. Enthalpy diagram by the Miedema’s model for the amorphous phase and the 
terminal solid solutions in the Ni-Ti system. The glass-forming composition range, defined 
by using double common tangents method, is 24 - 77 at.% Ni (Reprinted from Weeber et al., 
1988. With permission) 
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Recently, by combining with a new glass-forming ability parameter, the Miedema’s model 
has been used as a guide to searching for the best glass-forming ability composition in 
binary alloy systems (Xia et al., 2006a, 2006b, 2006c). It is argued that the formation of a 
metallic glass should involve two aspects (Xia et al., 2006a). While glass formation requires 
that the Gibbs free energy of the hypothetical amorphous phase is lower than that of the 
competing crystalline phases (mostly intermetallic compounds and sometimes solid solution 
depending alloy systems), the resistance to crystallization is dependent on the difference in 
the Gibbs free energies of the amorphous phase and intermetallic compounds. Therefore, 
the first aspect is the thermodynamic driving force for glass formation (−∆ܪ௨௦). The 
larger this value is, the easier is the glass formation. The other aspect is the resistance for 
glass formation against crystallization (∆ܪ௨௦ −  ୮୦ୟୱୣ). The smaller this	ୡ୭୫୮ୣ୲୧୬ܪ∆
value is, the higher is the stability of the amorphous phase. The ∆ܪୡ୭୫୮ୣ୲୧୬	୮୦ୟୱୣ could be ∆ܪ௦ௗ	௦௨௧ or ∆ܪ௨ௗ depending on the actual competing phases in an alloy system. 
Based on this, a γ* parameter was proposed as a measure of glass-forming ability of alloy 
systems, defined as 

∗ߛ  = ܣܨܩ ∝ ି∆ுೌೝೠೞ∆ுೌೝೠೞି∆ுౙౣ౦౪ౝ	౦౩ = ∆ுೌೝೠೞ∆ுౙౣ౦౪ౝ	౦౩ି∆ுೌೝೠೞ					   (21) 

The greater is the value of γ* the higher is the glass-forming ability of the alloy. The 
formation enthalpy ΔH as a function of compositions for an amorphous phase and all the 
competing phases could be calculated by the Miedema’s model. Using the aforementioned 
approach, one could determine the glass-forming composition ranges in which different 
phases are stable. Afterwards, by calculating the γ* parameter within this determined 
composition range in which the amorphous phase is stable, the best glass-forming 
composition could be estimated when the γ* parameter reaches a maximum value. 
Xia et al. (Xia et al., 2006a) has applied the above method to search the best glass-forming 
composition in the Ni–Nb system, as shown in Fig. 2. The plots of γ* with composition 
indicates that the best glass former lies at the composition around Ni61.5Nb38.5, where the γ* 
reaches its largest value. Experimental studies of the glass-forming ability on Ni100−xNbx 
alloys, at short intervals of 0.5 at.% in the composition range of x = 37.5 − 40.5 at.% Nb, have 
shown that the alloy Ni62Nb38 has the best glass-forming ability among the investigated 
compositions. The predicted composition is roughly in agreement with the experimental 
observations. The small difference in the experimental and predicted compositions was 
attributed to the fact that the entropy term was neglected in the calculations. Similar work 
on Cu–Hf alloys (Xia et al., 2006b) and Cu-Zr alloys (Xia et al., 2006c) have confirmed that 
this method is practical for predicting the best glass-forming compositions, at least in the 
studied binary alloy systems. 

4.2 Extended Miedema’s model for ternary alloys 
Gallego et. al. (Gallego et al., 1990)

 
approximated the formation enthalpy in ternary system 

as a sum of the formation enthalpies of the respective binary alloy systems. This extended 
model has been largely used in ternary alloy systems and has received considerable success. 
However, such an approach has neglected the role of ternary interaction parameters and the 
relative compositions of the individual binaries, since the partitioning coefficients need not 
be the same for all the binaries. A number of work has attempted to improve on this 
extended Miedema’s approach to multicomponent glass-forming alloy systems (Goncalves 
& Almeida, 1996; Zhang & Jesser, 2002; Herbst, 2002; Shindo et al., 2002; de Tendler et al.,  
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Fig. 2. (a) Plots of calculated enthalpies of the amorphous phase and competing crystalline 
phases in the Ni-Nb system. At any given compositions, the phase with the lowest enthalpy 
will be the most stable phase. The amorphous phase is stable at the compositions between 
the two dash lines. (b) Plot of γ* parameter as a function of composition in the Ni-Nb 
system. Note that the largest value of γ* lies at the best glass-forming composition. 
(Reprinted from Xia et al., 2006a. With permission) 
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2006; Ouyang et al., 2006a, 2006b; Zhang et al., 2007; Bera et al., 2007; Wang et al., 2007). All 
these amended extensions have their own pros and cons. 
Goncalves and Almeida (Goncalves & Almeida, 1996)

 
devised an ingenious approach for the 

estimation of enthalpies based on the relative positions of atoms. This approach was devised 
for MgCu2, MgZn2, CaCu5

 
structure types. In principle the approach can be extended to 

other structure types as well, once the crystallographic information is available. However, 
this approach cannot be applied in absence of relevant crystallographic information. Herbst 
(Herbst, 2002) used an extended version of the Miedema’s model to predict the hydrogen 
content in ternary hydrides. However, this approach had to establish and incorporate 
polynomial fits based on the data for a large number of hydrides. Hence this approach is not 
a general approach and cannot be applied directly to multicomponent glass-forming alloy 
systems. Zhang and Jesser (Zhang & Jesser, 2002)

 
attempted to extend the original 

Miedema’s model using the same approach as Gallego et. al. (Gallego et al., 1990)
 
while 

incorporating an additional strain energy component. The strain energy was calculated 
using the Eshelby’s model (Eshelby, 1956). However, the Eshelby’s model is a continuum 
approach, devised to treat the stresses arising from inclusions and hence, strictly speaking, 
cannot be applied to alloying at atomistic levels. De Tendler et. al. (de Tendler et al., 2006)

 

also adopted an approach similar to Gallego et. al. (Gallego et al., 1990) while adding an 
entropy component to estimate the Gibbs free energy. Ouyang et al. (Ouyang et al., 2006a, 
2006b)

 
used a geometric approach similar to Toop’s approach (Saunders & Miodownik, 

1998). However, it is known that Toop’s approach is largely applicable to ionic solids rather 
than metallic materials. Bera et al. (Bera et al., 2007) estimated the formation enthalpies 
using a pseudo-binary approach. However, their approach was based on crystallography 
and hence cannot be used in absence of crystallographic information. Among all these 
amended extensions, the extended method by Gallego et. al. (Gallego et al., 1990) has so far 
received the most success for ternary alloy systems. Therefore, this chapter only describes 
the extended method by Miedema’s model by Gallego et. al. (Gallego et al., 1990).  
In a ternary alloy system A-B-C, the formation enthalpies of each phase could be defined as: 

ܪ∆  = ܪ∆ + ܪ∆ + ܪ∆                              (22) 

As a result, the formation enthalpies the amorphous phase are given by the equations: 

௨௦ܪ∆  = ܪ∆ + ௧ܪ∆                    (23) 

ܪ∆  = ܪ∆ + ܪ∆ + ܪ∆            (24) 

ܪ∆  = ܿ ∙ ܿቀ ܿ ∙ ௧		ܪ∆ + ܿ ∙  ௧ቁ         (25)		ܪ∆

௧ܪ∆  = 3.5 × 10ିଷ ∙ ∑ ܿ ∙ ܶ,ଷୀଵ 	 ,  ଵ           (26)ି݈݉	ܬ݇

where ∆ܪ௨௦ is the formation enthalpy of the amorphous phase, ∆ܪ is the 
enthalpy of chemical mixing defined by Equations (24) and (25), ∆ܪ௧ is defined by 
Equation (26), where ܿ is the composition of the ith components whose melting 
temperatures are ܶ,. The factor {1 + ߛ ∙ (ܿ௦ ∙ ܿ௦)ଶ} needs to be multiplied to Equation (25) as 
previously in binary alloy systems when short-range order (SRO) exists in the amorphous 
phase (Weeber, 1987) (ߛ is called an SRO parameter, ߛ = 5 is the usual case), where ܿ௦ is the 
surface fraction of the cell. Here, ܿ௦ is developed for a multicomponent alloy system as 
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 ܿ௦ = ∙మ/య∑ ∙మ/య 					   (27) 

where ܸ is the molar volume of the component. These values were taken from the literature 
(Niessen et al., 1983). 
Based on the formation enthalpy of intermetallic compound in a binary alloy system 
(Equation 16) and the enthalpy of chemical mixing in ternary alloy system (Equation 24) the 
formation enthalpy of intermetallic compound in a ternary alloy system is defined as: 

௨ௗܪ∆  = ܪ∆ + ܪ∆ + ܪ∆          (28) 

The structural contribution to the enthalpy of solid solution, arising from the difference 
between the valences and crystal structures of the solute and the solvent, is expected to have 
only a minor effect and can be almost negligible in determining the glass-forming 
composition range (Lopez et al., 1987; Bakker, 1998) when compared with the elastic energy 
contribution. Also, it is difficult to calculate this structural contribution in multicomponent 
alloy systems and so it was not considered in the calculations. Hence, the formation 
enthalpies of a solid solution phase can be derived from 

௦௨௧	௦ௗܪ∆  = ܪ∆ +  (29)      (݊݅ݐݑ݈ݏ	݈݀݅ݏ)௦௧ܪ∆

where ∆ܪ  is the enthalpy of chemical mixing, as shown in Equation (24). ∆ܪ௦௧(݈݀݅ݏ	݊݅ݐݑ݈ݏ) is the elastic enthalpy arising from the atomic size mismatch, 
expressed as Equations (30) - (32) 

(݊݅ݐݑ݈ݏ	݈݀݅ݏ)௦௧ܪ∆  = ௦௧ܪ∆ + ௦௧ܪ∆ +  ௦௧     (30)ܪ∆

௦௧ܪ∆  = ܿ ∙ ܿ൫ ܿ ∙ ௦௧		ܪ∆ + ܿ ∙  ௦௧൯    (31)		ܪ∆

௦௧		ܪ∆  = ଶீೕ൫∗ିೕ∗൯మଷೕ∗ାସீೕ∗ 			 (32) 

Here, ܭ is the bulk modulus of the solute, ܩ is the shear modulus of the solvent, and ܸ∗ and ܸ∗ are the modified molar volumes of the solute and the solvent, respectively, corrected for 
charge transfer effects (Bakker, 1985): 

 ∆ ܸ = బమ/య൫∅∗ି∅ೕ∗൯൫ೈೄ ൯షభ/యାቀೈೄೕ ቁషభ/య ∙ ቚ൫݊ௐௌ ൯ିଵ − ൫݊ௐௌ ൯ିଵቚ				 (33)         

ܸ is the molar volume of pure component i, the ∅∗ parameters are the electronegativity (in 
volts) and the ݊ௐௌ parameters are the electron densities at the Wigner-Seitz cell boundary 
(in density units). The parameter ܲ has been found empirically to be 1.5 (Bakker, 1985). All 
numerical values of the parameters are available in the literature de Boer et al., 1998. 
In order to verify the applicability of this extended Miedema’s model, Gallego et. al. 
(Gallego et al., 1990) has compared the glass-forming composition ranges in the Co-rich 
region in Co-Zr-M (M = Nb, W, Mo, V and Cr) ternary alloys. The calculated composition 
ranges by the extended Miedema’s model are close to the values of the minimum solute 
concentrations for glass formation derived from the Ueno-Waseda equation.  
Murty et al. (Murty et al., 1992) applied this extended model to the ternary Ti-Ni-Cu alloy 
system to calculate the glass-forming composition range, as shown in Fig. 3. The calculated 
glass-forming composition ranges in this ternary alloy system are x = 0 - 30 and 58 - 60 for 
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Ti40Ni60-xCux, x = 0 - 24 and 49 - 50 for Ti50Ni50-xCux and x = 0 - 15 for Ti60Ni40-xCux. These 
calculated results are in general agreement with those experimental observations by 
mechanical alloying. 
 

 
Fig. 3. Comparison of (a) experimental and (b) calculated glass-forming composition ranges 
in Ti-Ni-Cu alloy system (Reprinted from Murty et al., 1992. With permission) 

Takeuchi and Inoue (Takeuchi & Inoue, 2001) used the Miedema’s model to determine the 
stability of the amorphous phase and estimate the glass-forming composition range. By 
carrying out the calculations for 335 glass-forming ternary alloy systems except for Al-Cu-
Fe, Al-Mo-Si and Au-Ge-Si, it is showed that the calculated results are in agreement with the 
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experimental data for Cu-Ni- and Al-Ti- based ternary alloy systems. An example is shown 
in Fig. 4 (a). But, the calculated glass-forming composition ranges in Zr-, La-, Fe-, and Mg-
based ternary alloy systems were overestimated, as shown in Fig. 4 (b), because of the 
simplification inherent in their model. The authors has also noted that the factors that 
influence the glass-forming composition range are ∆ܪ௧  ,௦௧, Tm, viscosityܪ∆ ,
diffusion, short-range order, intermediate phases, and so on. They have compared the glass 
forming composition ranges obtained by considering and those obtained by ignoring the 
short-range order factor in amorphous phase, which is expressed as the {1 + ߛ ∙ (ܿ௦ ∙ ܿ௦)ଶൟ. 
Figs. 4 (c) and (d) show an example of the effect of short-range order factor on the glass-
forming composition range. By considering the short-range order factor, the calculated 
glass-forming ranges in the Al-Ni-Zr system are much closer to the experimental 
observations, especially for the compositions near the Al-rich corner and the Al-Zr binary 
subsystem. It is interesting to note that the short-range order has different influences on the 
glass formation in different alloy systems. For examples, the short-range order has little 
change in the glass forming range in the B-Fe-Zr and La-Mg-Ni systems. In contrast, 
ignoring the short range order factor has led to the absence in the glass-forming range in the 
Ni-P-Pd system. 
 

 
Fig. 4. Experimental and calculated glass-forming composition ranges for different alloy 
systems under the conditions where the short-range is (a)-(c) considered and (d) ignored. It 
is noted that the short-range order factor has different influences on the calculated glass-
forming composition range. (Reprinted from Takeuchi & Inoue, 2001. With permission) 
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4.3 Extended Miedema’s model for quaternary and more complex alloy systems 
From the aforementioned alloy development strategies for multicomponent amorphous 
alloys in Section 2, one finds that the fourth and later alloying elements, take only about 1-2 
at.% in the alloy, which are actually dilute solution in a ternary alloy. In addition, the 
components in all the multicomponent glass-forming alloy systems could be divided into 
three types of elements based on their atomic size and chemical affinity (Takeuchi & Inoue, 
2001). Therefore, the quaternary or higher order alloy systems could be regarded as pseudo-
ternary or occasionally as pseudo-quaternary alloy systems. As a result, the extended 
Miedema’s model could be applied to quaternary or higher order alloy systems, as long as  
such high order alloy systems are discreetly conceived as pseudo-ternary alloy systems 
based on the chemical affinity of the components. 
Zhang et al. (Zhang et al., 2007) has successfully presented this pseudo-ternary solution 
method to the Ti-Zr-Nb-Cu-Ni-Al multicomponent alloy system consisting of 6 constituent 
elements. It is suggested to divide the elements in the alloy system into three groups based 
on their chemical affinity and afterwards to calculate the formation enthalpy of the alloys 
using the Miedema’s formula for ternary alloys in Section 4.2. As an example, the Ti-Zr-Nb-
Cu-Ni-Al alloy system can be considered as a pseudo-ternary alloy system, where (Ti,Zr,Nb) 
may be regarded as A, (Cu,Ni) as B and Al as C, respectively. The corresponding parameters 
of each pseudo-component (i.e. A, B, and C) can be calculated using the confusion principle, 
as the elements in each pseudo-component are infinite soluble each other. According to the 
experimental observations (Zhang et al., 2007), the competitive crystalline phases in the 
course of the formation of the amorphous phase in this high order alloy system are only 
solid solutions (i.e. Cu and (Nb,Zr) solid solutions). Therefore, the formation enthalpies of 
the amorphous phase and the solid solutions are calculated to determine the glass-forming 
range, as shown in Fig. 5. Comparing with the formation enthalpies of the solid solution and 
that of the amorphous phase in this (Ti,Zr,Nb)-(Cu,Ni)-Al pseudo-ternary alloy system, the 
calculated glass-forming composition range corresponds to a (Ti,Zr,Nb) content of about from 
21 to 51 at.% using the double tangent method (see GFR A in Fig. 5). In contrast, when using 
the general method, the calculated glass-forming composition range is estimated as 12 - 63 
at.% (Ti,Zr,Nb) (see GFR B in Fig. 5). From the experiments, an amorphous phase was formed 
by mechanical alloying for the powder mixtures with a (Ti,Zr,Nb) content of 20 - 60 at.%. Both 
calculated glass-forming ranges are comparable to the experimental results. Therefore, the 
Miedema’s model can be successfully applied to calculate the glass-forming composition range 
in complex alloy systems composed of more than four components, as long as by 
appropriately regarding the complex alloy systems as pseudo-ternary alloy systems. 
Due to the complexity of ternary and higher order multicomponent alloy systems, the 
calculations may be not precisely in agreement with the experimental observations. On the 
other hand, it is expensive and time-consuming to experimentally measure the formation 
enthalpy of such complex alloys. Therefore, there is a significant need for simple and 
reliable theoretical calculation. Because of more complexity arising from large component 
number in multicomponent alloy systems, the extended Miedema’s model becomes 
definitely more complex than the original binary one. The larger the component number in 
an alloy is, the more complex is the extended Miedema’s model and at the same time the 
less accurate is the calculation. The extended Miedema’s model by Gallego et. al. (Gallego et 
al., 1990) has neglected the third and subsequent interaction parameter and the relative 
composition of the individual binaries and calculated the formation enthalpy as a sum of 
corresponding binary alloys (such as the Equation 22 in the Section 4.2). As previously 
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described at the beginning in the Section 4.2, there exist some other proposed extensions of 
the Miedema’s model for multicomponent alloy systems. The values of the formation 
enthalpy from these extensions deviate more or less from the experimental observations 
(Kokotin 2010), which will significantly influence the precision when applying the extended 
Miedema’s model to higher order alloy systems.  
 

 
Fig. 5. Calculated enthalpy diagrams of the pseudo-ternary (Ti,Zr,Nb)x(CuNi)90-xAl10 alloy 
system. The calculated glass-forming composition range (GFR) and the experimentally 
determined GFR are plotted together for comparison. GFR A and B are estimated using the 
common tangent method and the general method, respectively. Both calculated glass-
forming composition ranges are in agreement with the experimental observations. It proves 
that the Miedema’s model can be successfully applied to complex alloy systems composed 
of more than four components. (Reprinted from Zhang et al., 2007. With permission) 

5. Conclusions 

Due to complexity arising from large component number, the fundamental understanding 
of the formation, structure and properties becomes more and more difficult with increasing 
the component number in the multicomponent glass-forming alloy systems. The Miedema’s 
semi-empirical model enables us to make fast predictions for values of several effects in 
alloys, such as for glass-forming ability and for glass forming composition range from 
binary to ternary and higher order multicomponent alloy systems. The calculated results are 
well agreement with the experimental observations. By supplemented by suitable 
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parameters and/or procedures, the application of the Miedema’s semi-empirical model and 
extensions to estimate the formation enthalpies would greatly speed up the search for 
prospective alloys or alloy modifications for multicomponent glass-forming alloys.  
Various Miedema’s model extensions could lead to deviations of the calculated values of the 
formation enthalpy from the experimental data. These deviations will reduce the precision 
when application the model is incorporated with other parameters/procedures for 
multicomponent glass-forming alloy systems. From this reason, more suitable modification 
and justification of the Miedema’s semi-empirical model is needed, especially for 
multicomponent alloy systems. 
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1. Introduction  

Many biological processes are governed by chemical equilibria and the conventional 
thermodynamic formalisms apply. In particular the association of ligands to 
macromolecules, such as enzymes to large supramolecular structures, to large assemblies of 
proteins and/or nucleic acids (e.g. the ribosome) or to membranes has important 
consequences for the regulation of many biological activities and a quantitative 
understanding of these processes is of utmost importance for basic biological sciences and 
even more so for applied biomedical research. As the macromolecules involved can 
participate in many such regulatory interactions and these interactions are interconnected it 
is often necessary to describe such interaction networks by systems biology approaches. 
Here we illustrate the underlying thermodynamic principles by taking as an example a 
family of peptides that exhibit antimicrobial and cell penetrating activities which are 
potentially at the center for the transport of nucleic acids into cells, a property that is useful 
for some of state-of-the art medical treatments using highly-specific small interfering RNA 
or DNA molecules. The thermodynamic concepts will be illustrated by focusing on the 
interactions of these peptides, namely their partitioning into lipid membranes and the 
association of such peptides with nucleic acids, and we conclude with more detailed 
presentations of some of the methods that have been used for their investigation. 

2. Observations on the membrane interactions of amphipathic helical 
peptides  

Amphipathic helical peptides adopt a variety of alignments in lipid membranes. Membrane-
active peptides are produced in nature, such as alamethicin and melittin (Bechinger, 1997), 
or are created by design (Lear et al., 1988; Bechinger, 1996; Killian et al., 1996) and their 
study by biophysical approaches has provided valuable insight into their lipid interactions 
as well as their mechanisms of membrane permeabilization. Of the peptides occurring in 
nature the dodecameric peptide alamethicin causes well-characterized voltage-dependent 
conductance changes of the membrane and therefore these peptides have early on served as 
a paradigm for large voltage- or ligand-gated channel proteins (reviewed e.g. in (Sansom, 
1993; Bechinger, 1997; Leitgeb et al., 2007)). The open alamethicin pore is thought to consist 
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of a ‘transmembrane helical bundle’ in which the individual helices are grouped with their 
more hydrophilic side facing the water-filled pore (Sansom, 1993). Such barrel shaped pores 
may be less regular and more asymmetric than the first models suggested (Unwin, 2005). 
Similar transmembrane helical bundle arrangements have been observed for a variety of 
membrane proteins (Long et al., 2007; Traaseth et al., 2007; Cady et al., 2010).  
Although a strong propensity for transmembrane alignments (TM) of the very hydrophobic 
alamethicin is indeed observed (Salnikov et al., 2009) a variety of biophysical approaches 
including oriented solid-state NMR and CD spectroscopies (cf. 4.5) indicate that alamethicin 
can also adopt in-planar (IP) alignments (Salnikov et al., 2010). Possibly, the in-planar state 
of alamethicin is an intermediate during membrane association and channel gating (Sansom, 
1993; Bechinger, 1997) and a series of subsequent equilibria govern the polypeptide 
interactions within the membrane (in-plane ↔ transmembrane ↔ TM oligomers, cf. Figure 
1). Various models for the molecular mechanism of alamethicin pore-formation are based on 
interactions of its helix dipole with the TM electric field, where reorientation of the dipole, 
enhanced partitioning of alamethicin into the bilayer and/or membrane insertion of the N-
terminus results in the voltage-gating of the channel structure (reviewed in Sansom, 1993; 
Bechinger, 1997). As other shorter peptaibols, i.e. peptides of amino acid composition, 
hydrophobicity and amphipathicity closely related to alamethicin, are predominantly found 
oriented parallel to the membrane surface the hydrophobic matching between the 
membrane thickness and the peptide helix has been found to be an important parameter 
governing this equilibrium (Bechinger et al., 2001; Salnikov et al., 2009; Salnikov & 
Bechinger, 2011).  
Another class of amphipathic peptides that are found in nature protects the producing host 
organism from pathogenic infections. The best studied of these sequences are the cationic 
amphipathic polypeptides magainin, cecropin and melittin. These antimicrobial compounds 
were first isolated from frogs and insects and when compared to alamethicin and related 
peptides it is noteworthy that they carry several positive charges on their hydrophilic faces. 
As a consequence magainins and ceropins stably intercalate into the membrane with the 
helix axis oriented parallel to the membrane surface (Bechinger, 1999). By interacting with 
the membranes of bacteria and/or fungi these peptides are capable to disturb their bilayer 
integrity and/or enter the cell interior and thereby develop their antimicrobial activities 
(Bechinger, 1999; Brogden, 2005). 
The alignment of the magainin helices parallel to the membrane surface places their 
hydrophobic region about 10 Å above the bilayer centre in agreement with the amphipathic 
distribution of polar-charged and hydrophobic residues (Matsuzaki et al., 1994). Notably, in 
this manner the peptides have pronounced effects on the membrane structure including the 
disruption of the fatty acyl chain packing (Salnikov et al., 2009), membrane thinning (Ludtke 
et al., 1995), pore formation (Gregory et al., 2008) and macroscopic phase transitions of the 
peptide-lipid assemblies (Bechinger, 2009). All of these modifications are associated with 
changes in the enthalpy and entropy of the system and merit consideration in a 
thermodynamic analysis.  
When added to pre-formed bilayers magainins and melittin have been shown to partition 
into the membranes within tens of seconds (Mozsolits et al., 2001; Papo & Shai, 2003). The 
partitioning of magainin 2 into the membrane interface is characterized by a coefficient of 
about 1000 M-1 in the presence of zwitterionic but overall neutral membranes (Wieprecht et 
al., 1999), a value that apparently increases by orders of magnitude for negatively charged 
surfaces (Wenk & Seelig, 1998). This is explained by an augmentation of the local 
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concentration of positively charged peptides next to the anionic membrane surface 
(illustrated in Bechinger, 2004). Furthermore, these cationic peptides have been shown to 
preferentially interact with the negatively charged phospholipids in mixed model 
membranes resulting in their segregation into domains rich in anionic phospholipids and 
cationic peptides (Mason et al., 2006). Therefore, electrostatic interactions not only control 
the membrane association of cationic amphiphiles, but they also have a pronounced effect 
on the lateral distribution of the lipids within mixed bilayers. 
The different examples mentioned above show that membrane-active peptides can occur in 
many different alignments and the predominant topology depends on a number of factors 
such as lipid composition, peptide-to-lipid ratio, hydration, temperature, pH and the 
presence of additional membrane components (Bechinger, 1996; Huang, 2000; Vogt et al., 
2000; Tremouilhac et al., 2006; Salnikov & Bechinger, 2011). The membrane alignment of 
several peptides has been investigated by biophysical approaches such as circular dichroism 
or 15N solid-state NMR spectroscopy (cf. 4.5), where the peptides have been reconstituted 
into oriented and more recently also non-oriented membranes (Wu et al., 1990; Bechinger & 
Sizun, 2003; Prongidi-Fix et al., 2007). The transitions between such states have been 
characterized by equilibria such as those shown in Figure 1. 
 

 
Fig. 1. Shows a selection of the equilibria that interconnect the many different membrane 
topologies.   

The different TM states could represent, for example, different tilt angles such as those 
observed for the antimicrobial peptide PGLa (Salnikov & Bechinger, 2011) and/or 
oligomerisation states, and the possibility exists that the IP topology is also to be diversified 
into additional sub-states (Figure 1). The thermodynamic treatment of the in-plane to 
transmembrane transition will be presented in section 3.2. 
When added to lipid bilayers amphipathic peptides induce alterations in the lipid 
macroscopic phase properties that in many ways resemble changes observed in the presence 
of detergents (Bechinger, 1999; Bechinger, 2005). Indeed, a decrease in the order parameter 
of lipid bilayers due the presence of magainins and other amphipathic peptides has been 
monitored in solid-state NMR measurements (Dvinskikh et al., 2006; Mason et al., 2007; 
Salnikov et al., 2009).  As a consequence the bilayer packing is disturbed within an estimated 
radius of approximately 50 Å (Chen et al., 2003; Mecke et al., 2005). These effects have been 
explained by taking into consideration the molecular shapes of the lipids and peptides. 
Whereas cylindrical molecules, which equally fill the membrane interior and the interface, 
form stable bilayer structures amphipathic molecules that occupy a much larger space at the 
interface than in the hydrophobic part of the membranes cause positive curvature strain, 



 
Thermodynamics – Kinetics of Dynamic Systems 

 

384 

and lipids with very small head groups have the opposite effect (Israelachvili et al., 1980; 
Bechinger, 2009). Therefore the consequences of peptide association with the membrane are 
dependent on the ensemble of peptide molecular properties but also the size and shape of 
the lipid head groups, i.e. the membrane lipid composition (Bechinger, 2009).  Notably, 
when added at high enough concentrations the peptides can even cause membrane 
disintegration (Dufourc et al., 1986; Hallock et al., 2002; Bechinger, 2005).  The many possible 
outcomes of this plasticity of phospholipid membranes when interacting with peptides is 
best described by phase diagrams where the wide range of structures, configurations and 
morphologies are shown as a function of peptide-to-lipid ratio, the detailed membrane 
composition, temperature, hydration and buffer composition (Bechinger, 1999; Bechinger & 
Lohner, 2006). Within such representations regions exists where the bilayers are only 
slightly perturbed or even stabilized due to the presence of polypeptide, whereas at the 
other extreme the membrane undergoes lysis. Furthermore, conditions where membrane 
openings form in a more regular manner can be found and these are probably the ones that 
are most interesting for a formal thermodynamic treatment. The peptide-induced phase 
alterations can be transient and local, or they can affect the supramolecular assembly as a 
whole (Bechinger, 2009).  

3. The LAH4 family of peptides  

The so called LAH4 sequences were designed to test if peptides in a predominantly  
in-planar configuration can indeed cause pore formation and the antimicrobial activities 
which have been described for many amphipathic sequences.  The polar face of the helical 
LAH4 peptides consists of histidines and the hydrophobic region of alanines and leucines 
(Figure 2). Two lysines at each terminus have been added to increase the solubility of the 
peptides in aqueous environments. The histidines exhibit pKa values around 6 and these 
residues can therefore be used to tune the hydrophobic moment of these sequences merely 
by changing the pH (Georgescu & Bechinger, 2010). The LAH4 peptides interact with 
membranes (Bechinger, 1996) and they exhibit antimicrobial activities (Vogt & Bechinger, 
1999; Mason et al., 2009; Bechinger, 2011). Interestingly, more recent investigations show 
that derivatives of LAH4 exhibit potent antimicrobial action against a number of pathogens 
found in clinical environments, and these activities are quite pronounced when the peptides 
occur in orientations parallel to the membrane surface (Mason et al., 2006). Furthermore the 
LAH4 sequences are also capable to transport big hydrophilic cargo such as DNA and RNA 
across the hydrophobic interior of membranes and thereby exhibit potent transfection 
capacities (Kichler et al., 2003; Langlet-Bertin et al., 2010; Bechinger et al., 2011). Because of 
these important biological activities the thermodynamics of the peptides’ interactions with 
membranes and nucleic acids were investigated in considerable detail and these 
investigations shall be presented in the following. 

3.1 Membrane topology of LAH4 peptides 
The interactions of LAH4 peptides with oriented phospholipid bilayers were analysed using 
solid-state NMR and ATR-FTIR spectroscopies (cf. 4.5). Whereas an alignment parallel to the 
bilayer surface was observed at pH < 6 when the histidines are cationic, transmembrane 
orientations are found when the histidines are discharged (Bechinger, 1996; Bechinger et al., 
1999). Furthermore CD- and multidimensional solution NMR spectroscopies are indicative 
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Fig. 2. Helical wheel representation of LAH4X4 (Aisenbrey et al., 2006), a sequence of the 
LAH4 family, obtained by viewing the arrangement of residues as a projection along the 
helix long axis (left) and top view onto the structure (right). An amphipathic distribution 
of residues becomes apparent when considering that the leucine (L) and alanine (A) 
residues exhibit a hydrophobic character (exposed to the membrane interior shaded in 
grey). In contrast, the histidines (H), are polar or charged, depending on the pH of the 
solvent. Variation of the character of the residues labelled X allows one to modulate the 
driving forces for membrane insertion and thereby the transmembrane alignment of  
the helical peptide. The N- and C-terminal lysines, two at each end, have been omitted  
for clarity. 
that these histidine-rich peptides exhibit a high degree of α-helical conformations in micellar 
environments (Vogt & Bechinger, 1999; Georgescu & Bechinger, 2010). Remarkably, the 
outlines of the α-helical structures are pH dependent and shift from a C-terminal 
(encompassing residues 9-24 at pH 4.1) to a more N-terminal position (residues 4-21 at pH 
7.8). At intermediate pH two short helices are interconnected by a hinge region of residues 
10-13 (Georgescu & Bechinger, 2010). This flexible domain probably facilitates the transition 
from in-plane to transmembrane alignments. Notably, although aqueous solutions of the 
peptide appear transparent by eye dynamic light scattering measurements indicate that the 
peptides form small α-helical aggregates at neutral pH (Marquette et al., 2008). In contrast 
the hydrodynamic radii measured at acidic pH agree with an extended monomer. On a 
functional level the members of the LAH4 family exhibit membrane pore-formation in 
model membranes (Marquette et al., 2008) and antimicrobial action at both neutral and 
acidic pH (Vogt & Bechinger, 1999). These observations indicate that a well-defined 
transmembrane channel structure is not required for biological action. 
Notably the transition between in-planar and transmembrane alignments is reversible, a 
requirement to evaluate the transfer energy of amino acid side chains from the membrane 
interface to the membrane interior using equilibrium thermodynamics. A direct 
measurement of these transition energies has been achieved to our knowledge for the first 
time by modulating the composition of the polar face through amino acid replacements 
(Figure 2) and by analysing the resulting shifts in the transition pH (Aisenbrey et al., 2006; 
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Aisenbrey et al., 2006). In order to achieve this goal it was necessary to develop the 
thermodynamic formalism presented in the next section. 

3.2 Formalism to describe the membrane topological transitions of amphipathic 
peptides 
In order to describe the in-plane to transmembrane transition of membrane-associated 
LAH4 peptides a series of consecutive equilibria connecting subsequent states is considered: 
IPch ↔ IPo ↔ TM (Aisenbrey et al., 2006; Aisenbrey et al., 2006). The in plane configuration 
(IP) of the helices, can occur with the histidines charged (ch) or neutral (o) and TM 
represents the transmembrane inserted state (Figure 3). This model can be extended by also 
considering peptides that are dissolved in the aqueous buffer and which are in exchange 
with the surface-associated state IPch.  
 

 
Fig. 3. Model of LAH4 in the lipid membrane. The transmembrane state is in 
thermodynamic equilibrium with in-planar alignments and uncharged histidines. Notably, 
two in-planar states are considered namely one where the histidines are neutral and another 
one where these side chains are protonated. The charges carried by the histidines strongly 
depend on the pH of the surrounding medium.  

The energy contributions that govern the in-plane  transmembrane reorientation process 
include the interactions of hydrophobic and polar amino acids in different environments but 
also contributions such as van der Waals, steric or entropic contributions that change upon 
disruption of the lipid packing and are different when peptides partition to the membrane 
interface or when they insert in a transmembrane fashion (reviewed in Bechinger, 1996).  
Furthermore, according to the model presented in Figure 3 only uncharged histidines are 
capable to insert into the membrane interior and their discharge is a prerequisite for LAH4 
transmembrane alignments. Therefore, peptides carrying charged histidine side chains 
remain at the membrane surface and adopt in-plane orientations.  
However, even at pH values smaller or around the pKa the histidine side chains can be 
neutralized (Bechinger, 1996; White & Wimley, 1999) thereby permitting membrane 
insertion at lower energetic cost than when placing a charged residue into the hydrophobic 
membrane interior (Israelachvili et al., 1980). The required energy of discharge must derive 
from other driving forces that are associated with changes in the peptide topology including 
for example favourable  ‘hydrophobic’ contributions. As a consequence the transmembrane-
insertion, conformational changes that are associated with membrane-association and the 
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discharge of side chains are often tightly connected processes (Liu et al., 1996; Aisenbrey et 
al., 2006) and if this is the case a direct equilibrium between the transmembrane uncharged 
peptide and the in-planar charged peptide can be established (IPch ↔ TM).  
On the other hand, when additional polar amino acids (other than the histidines) favourably 
interact with the water phase even the complete neutralisation of the histidines is 
insufficient to promote the transmembrane insertion, therefore the in-planar state remains 
strongly populated even when the histidines are uncharged (IPo). When the pH of the 
sample is augmented the four histidines of LAH4 and related sequences become neutral in a 
gradual manner and close to the pKa values of the histidines, only a fraction of these side 
chains are cationic. Therefore, under such conditions a transmembrane uncharged state 
(TM), an uncharged in-planar state (IPo) and in-planar states carrying a variable number of 
charges have all to be taken into consideration (IP1+, IP2+, IP3+, IP4+). 
Standard thermodynamic relationships allow one to calculate the equilibrium constant for 
the IP to TM transition from the Gibb’s free energy ΔG associated with the transition of the 
peptide from the interface into the membrane interior (or vice versa). Whereas the in-plane 
alignment occurs on both sides of the lipid bilayer two possible orientations exist for the 
transmembrane peptide. Therefore, the equilibrium constant is calculated according to  

 

kTM =
TM[ ]
IPo[ ]

= e

−ΔG

RT                           (1) 

Furthermore, the uncharged in-planar configuration (IPo) is in equilibrium exchange  
with the series of charged in-planar states (IPch). Assuming that none of these charged  
states inserts into the membrane in a transmembrane fashion, they combine to  
[IPch] = [IP1+]+[IP2+]+[IP3+]+[IP4+]. The reciprocal of the constant (kch) for the transition  
IPo ↔ IPch is expressed as a sum of the reciprocals of the individual constants: 

 

1 / kCh =
IP ch[ ]
IP o[ ]

= 1 / k j , with k j =
IP o[ ]

IP j+[ ]
  (2) 

Where kj depends on the free energy difference by charging j histidines, which is statistically 

possible in ε j =
4
j

 

 
 

 

 
 

 
different ways. The constants are given by: 
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Combining equations [2] and [3] gives 
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The ratio of the transmembrane over total peptide concentration, pTM, which can be 
determined by various experimental methods (cf. 4.5), is: 
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pTM =
TM[ ]

TM[ ]+ IP o[ ]+ IP ch[ ]
=
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1 + e

ΔG

RT 1 + e
2.3 pK a − pH( ) 

 
  

 

 
  

4
             (5)  

Equation [5] is graphically represented in Figure 4. The simulations show that the steepness 
of the transition depends on ΔG, being steeper for the more favoured transitions (i.e. 
negative ΔG). In contrast, if the overall driving force approaches zero or for positive ΔG the 
transmembrane state is only partly populated regardless of pH. Figure 4 also illustrates that 
for ΔG near zero or at positive values, the transition mid-point is shifted towards pH values 
higher than the pKa of the histidines. This shift arises from the degeneracy of the in-planar 
states where statistically the configurations carrying one to three charges is possible in 
multiple (εj) ways.  
Through addition of hydrophobic residues at the X-positions (Fig. 2) ΔG << 0 and the 
transition takes place at pH < pKa. Under such conditions an approximation for the fraction 
of transmembrane peptide is obtained by  

 

pTM ≈ 1

1+ e
4 ⋅2.3 pKa + ΔG

2.3⋅ 4 RT
− pH

 

 
 

 

 
 

                     (6) 

The resulting curve is sigmoidal with the transition at pK a − ΔG

4⋅ 2.3RT
 , a result also 

obtained by considering a simple model where the transition is described by the equilibrium 
IP4+ ↔ TM as described before (Bechinger, 1996). In this simpler case the midpoint of 
transition occurs at pH50, the pH value where 50% of the molecules are in transmembrane 
state (pTM=1/2). Using equation [5] one obtains:  

 

pTM =
TM[ ]

TM[ ]+ IP o[ ]+ IP ch[ ]
=

1

1 + e

ΔG

RT 1 + e
2.3 pK a − pH( ) 

 
  

 

 
  

4
      (7) 

When peptides of moderate or low hydrophobicity are studied a better description of the 
transition is obtained when measuring p1/2, which indicates the pH where 50% of the 
maximal pTM is reached (p1/2=1/2 pTM

max cf. Figure 4). With  

 

pTM
max =

1

1 + e

ΔG

RT
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pH1/2 can be expressed as 
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Fig. 4. Graphical representations of equation [5]. The pH-dependent transmembrane fraction 
of histidine-rich amphipathic peptides (LAH4 family) is shown as a function of the Gibb’s 
free energy of the IP  TM transition.   

Finally we should note that the local pH close to the membrane surface or in the proximity 
of other charges and dipoles can exhibit significant differences when compared to the 
proton activity in bulk solution. As a consequence when the the pKa values of LAH4 and 
related peptides associated to DPC detergent micelles were determined using NMR 
spectroscopy the titration curves appeared less steep than expected from the Henderson-
Hasselbach equation (Bechinger, 1996; Georgescu & Bechinger, 2010). Therefore, in order to 
take into account attractive or repulsive interactions at the biomolecular surfaces a 
correction parameter c was introduced and equation [5] modified: 

 

pTM =
1

1 + e

ΔG

RT 1 + e
2.3 c pK a − pH( ) 

 
  

 

 
  

4
                      (10)  

By fitting the pH-dependent 1H NMR chemical shifts of the indol 4H positions of LAH4 
(and related peptides) average values of c=0.8 and pKa=6.0 are obtained (Aisenbrey et al., 
2006; Aisenbrey et al., 2006).  
The formalism introduced in this section was used in previous publications to follow the 
membrane topological changes of LAH4 and other amphipathic peptides using solid-state 
NMR and ATR-FTIR spectroscopies on oriented phospholipid bilayers (Bechinger, 1996; 
Bechinger et al., 1999; Vogt et al., 2000; Bechinger, 2001). Notably this has allowed to directly 
measure the energies that are associated with the transition of amino acid residues from a 
membrane interfacial location to the membrane interior (Aisenbrey et al., 2006; Aisenbrey et 
al., 2006) and to compare these values with calculations where this transition has been part 
of a thermodynamic cycle (White & Wimley, 1999). Interestingly when amino acid residues 
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are compared to each other the preferences are somewhat different when the transitions 
from the interface  membrane interior are compared to those from the aqueous phase  
membrane interior. In particular the alanine residues that are considered ‘hydrophobic’ on 
the latter scale have an equal preference for interfacial and inner positions (Bechinger, 2001; 
Aisenbrey et al., 2006). Furthermore, the measurements indicate that tyrosine, tryptophan 
and valine exhibit a tendency to remain associated with the membrane interface (Aisenbrey 
et al., 2006).   
When considering the interaction contributions that govern IP to TM transitions of helical 
peptides as a whole, ΔGIP⇔TM, changes in the environment of amino acid side chains have to 
be considered as discussed in the previous paragraph (White & Wimley, 1999; Bechinger, 
2000; Aisenbrey et al., 2006). In addition the ensemble of contributions that arise from 
changes in the packing of the phospholipid membrane, hydrophobic mismatch and peptide-
peptide interactions are relevant to dissect the energy contributions governing these 
equilibria (Bechinger, 1996; Harzer & Bechinger, 2000). The hydrophobic mismatch 
contributions have been found particularly important when the topologies of the 
antimicrobial peptide PGLa (Salnikov & Bechinger, 2011) or that of peptaibols, such as the 
15 residue zervamicin II or ampullosporin A were studied (Bechinger et al., 2001; Salnikov et 
al., 2009). Although the data indicate that hydrophobic mismatch has a pronounced 
influence on the peptide topology, it was also found that the peptaibols adopt 
transmembrane alignments only within bilayers that are thinner than one would expect 
from their hydrophobic length alone. Therefore, in order to explain such differences other 
interactions need to be taken into consideration as well. Furthermore, more recent studies 
indicate an interfacial localisation of alamethicin, a hydrophobic peptide generally found to 
adopt transmembrane alignments, is stabilized in the presence of 
phosphatidylethanolamine. This lipid carries a relatively small head group and it is thought 
that the alamethicin helix relieves some of the packing frustration in a bilayer environment 
by occupying space at the bilayer interface (Salnikov et al., 2010).  
Finally it should be mentioned that amphipathic sequences such as cationic antimicrobial 
peptides or LAH4 also dissolve in the aqueous phase surrounding the membranes. 
Therefore an additional reversible equilibrium merits thermodynamic analysis namely the 
transition from the water phase to the membrane-associated state. The membrane-
association of these peptides has been quantitatively analysed by centrifugation assays 
where the residual amount of peptide in the aqueous phase in the presence of increasing 
amounts of lipids is determined by following the changes in spectroscopic signals such as 
for example the tryptophan fluorescence (cf. 4.1), or by performing a full thermodynamic 
analysis using isothermal titration calorimetry (Wenk & Seelig, 1998; Seelig, 2004). Notably, 
many of these methodologies do not differentiate between various membrane associated 
states and therefore include all of the topological possibilities discussed in the previous 
sections.   

3.3 Interactions of LAH4 peptides with DNA  
In addition to the pronounced antimicrobial properties that were discussed in section 3.1 
(Vogt & Bechinger, 1999; Mason et al., 2006; Mason et al., 2007; Mason et al., 2009) the LAH4 
peptides also exhibit potent DNA transfection activities (Kichler et al., 2003). Furthermore, it 
was recently shown that they are potent siRNA delivery vehicles with efficiencies that are 
higher than those of several well-established compounds such as Lipofectamine, DOTAP 
and polyethylenimine (Langlet-Bertin et al., 2010). In our laboratory a number of biophysical 
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investigations have been performed, supported by many biochemical studies by our long-
standing collaborators, which aimed at understanding the mechanisms of these transfection 
activities. Indeed, the ensemble of data has allowed to modify the initial LAH4 sequence in 
such a manner to obtain considerably improved transfection activities (Kichler et al., 2006; 
Mason et al., 2006; Mason et al., 2007; Mason et al., 2007). Interestingly, in some of the 
hereditary diseases, such as cystic fibrosis, the patients suffer from increased infection rates 
and augmented sensibility to some highly pathogenic species. Therefore, the simultaneous 
antimicrobial and DNA transfection activities of the LAH4-transfection complexes are of 
potential interest for multimodal applications (Kichler et al., 2003). 
Gel shift and biochemical experiments indicate that large peptide-DNA complexes form 
when the peptide and the nucleic acids are mixed at neutral conditions and this 
complexation is required for the entry into cells via an endosomal pathway (Kichler et al., 
2003; Kichler et al., 2007). However, efficient transfection also requires that the information 
carried by the nucleic acids is made available at their cytoplasmic or nuclear destination, 
respectively.  It is therefore essential that at their destination these macromolecules are 
liberated from their carrier, which requires that the interactions are reversible and not too 
tight. Therefore, the association/dissociation equilibria of the LAH4-DNA transfection 
complexes have been investigated as a function of pH using isothermal titration calorimetry 
(ITC), a method that provides a full thermodynamic analysis of binding constant, number of 
binding sites, ΔG, ΔH and ΔS (cf. 4.4).  
The ITC analysis of the LAH4-DNA interactions indicate that under saturating conditions 
and at pH 7.5 one peptide is associated with about 2 base pairs of DNA. Association occurs 
in the μM range and the thermodynamic signature suggests that under these conditions is 
driven by electrostatic interactions. As the histidine side chains are probably uncharged at 
neutral conditions (Bechinger, 1996) the data have been suggestive that the cationic lysine 
termini of LAH4 interact with the negatively charged phosphates of the DNA, a conclusion 
that was recently confirmed by solid-state NMR distance measurements (Bechinger et al., 
2011). Indeed only the lysine side chain nitrogens show close-by contacts with the DNA 
phosphates (< 8 Å). Condensation of the DNA strands into compact globular structures can 
therefore be explained by interactions of the anionic phosphates with two lysine side chains 
at each terminus of the peptide thereby enabling the cross-linking of distant parts of the 
extended DNA molecule, as well as of different DNA strands.  
At pH < 6, such as it occurs in the endosomal compartment, the four histidine side chains 
become positively charged thereby doubling the overall charge of the peptide. As a 
consequence about half of the peptides are released from the transfection complex 
(Prongidi-Fix et al., 2007). At the same time the thermodynamic signature of the ITC 
experiments are indicative of structural arrangements as hydrophobic and van der Waals 
contacts also become important and complement the electrostatic interactions. Importantly 
the peptides liberated from the complex at low pH are readily available to interact with the 
endosomal membranes.  

4. Methods for the quantitative measurement of thermodynamic quantities 

4.1 Peptide-association with lipid vesicles using tryptophan fluorescence 
spectroscopy 
The adsorption of peptides to lipid membranes can be measured by any physical property 
that changes upon the process and following the fluorescence signal of tryptophan (Musse 
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et al., 2006) or circular dichroism spectroscopy (cf. 4.2) are widely used methods. A mayor 
advantage of tryptophan fluorescence spectroscopy is the natural occurrence of this amino 
acid residue within the sequence of many proteins and peptides (Lakey et al., 1993). As the 
diameter of the vesicles is of similar size as the wave length of the emitted light recording of 
such spectra has to be done with care and precautions need to be taken during the 
processing of the experimental data (Ladokhin et al., 2000). The tryptophan fluorescence 
signal is highly dependent on its environment (Fig. 5A-C). Whereas the spectral intensities 
are quenched (reduced) and red shifted in polar environments, an increased and blue-
shifted emission spectrum is observed in more apolar solvents (Sun et al., 2010). This effect 
is used, for example, in the stopped-flow kinetic analysis of protein folding, where 
tryptophan moieties tend to move from the polar aqueous buffer into the hydrophobic 
interior of the protein. In the presence of lipid vesicles an increased fluorescence signal is an 
indication for the insertion of this amino acid side chain into the less polar interface or into 
the apolar interior of the membrane (Musse et al., 2006). 
An essay for the membrane-association of polypeptides has been established where an 
increasing amount of small unilamellar phospholipid vesicles is titrated in a step-wise 
manner into a peptide solution of given concentration. This leads to a series of continuously 
changing spectra, and the alterations are used to follow polypeptide association and to 
calculate the association parameters. The use of small vesicles in such experiments (ca. 100 
nm in diameter) avoids extensive scattering artefacts in the UV spectral range, which is 
typically used to monitor the tryptophan fluorescence. 
Provided that during membrane-association the changes in the environment of the 
tryptophan side chains can be approximated by a transition between two distinct states, 
each being characterized by a sufficiently different fluorescence signal, a relatively simple 
analysis of the titration experiment is possible. In such a case the peptide simply transfers 
between ‘free in solution’ and ‘associated with the membrane’ (Fig. 5C). Notably, the two-
state approximation is also possible if different configurations of the polypeptide, such as 
different aggregation states, result in equivalent fluorescence signals. For example, together 
the monomeric and the dimeric state of a polypeptide in solution would be considered as 
the ‘water soluble protein fraction’ as long as the tryptophan fluorescence is not affected by 
the association.  
In such cases the fluorescence intensities of the polypeptide in aqueous buffer (0% bound) 
and in the presence of an excess of lipid membranes (100% bound) serve as reference for 
the analysis of the titration experiment. Provided that complete adsorption for the highest 
lipid concentration is reached the normalized change in signal intensity (or peak 
maximum) correspond directly to the fraction of bound peptide since all spectra are linear 
combinations of the two reference spectra. In order to obtain the binding curve with the 
highest accuracy possible the frequency with the biggest difference between the free and 
adsorbed state is generally used. However the normalized intensity change at any other 
frequency should lead to the same result except if additional equilibria need to be taken 
into consideration. In the latter case the data are analysed by a more sophisticated 
approach (Aisenbrey et al., 2008). 

4.2 Titration experiments using circular dichroism spectroscopy 
Circular dichroism spectroscopy is a relatively fast and inexpensive tool to estimate the 
secondary structure composition of proteins and peptides (Sreerama & Woody, 1993; Lees et  
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Fig. 5. Illustrates the principle of adsorption measurements by fluorescence and circular 
dichroism spectroscopies. Whereas the tryptophan fluorescence is quenched and red shifted 
in the polar aqueous environment (A) the fluorescence quantum yield increases upon 
transfer into the apolar environment of the membrane (B). As a consequence the 
fluorescence signal is increased and blue shifted in a hydrophobic environment (C solid line) 
when compared to those obtained in aqueous buffers (C, dotted line). Peptides that are 
mostly random coil in aqueous solution (D) often adopt helical structures when membrane-
associated (E). Concomitant with this structural transition are CD spectral changes from 
random coil (F, solid line) to helical signatures (F, dashed lines). 

al., 2006). It is based on the chirality of the peptide bond with its adsorption maximum in the 
range of 214 nm, therefore, circular dichroism spectrometers with a powerful light source in 
the UV spectral range are needed for these measurements. Provided that the peptide 
changes its secondary structure upon adsorption to lipid membranes the concomitant 
spectral changes can be used to follow the adsorption isotherm (Fig. 5F). Most commonly 
small unilamellar vesicles are titrated to a given concentration of peptide. In titration 
experiments using circular dichroism spectroscopy a good indication for the presence of a 
two-state transition is the presence of an isosbestic point. In this case similar considerations 
apply for the analysis of these experiments as those outlined for titrations using fluorescence 
spectroscopy (4.1).  

4.3 Analysis of binding data in the case of more than two states 
In the case of the presence of three states the relation between the concentrations (ci of state 
i) and the measured signals SCD and Sfluo is given by the following matrix, where SCDi and 
Sfluoi are the CD and fluorescence signal intensities of state I, respectively.  

 

1 1 1

A B C
CD CD CDCD A
A B C

fluo fluo fluo fluo B

Cpeptide

SC

S S SS C
S S S S C

CC

         =              

 (11) 
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The third line in the matrix assures the conservation of the masses. If the matrix elements of 
SC are known the concentrations can be calculated from the experimental fluorescence and 
circular dichroism signals by matrix inversion. This works only when the two optical 
techniques provide complementary information, i.e. the fluorescence change should not 
parallel exactly the CD transitions. If both methods provide redundant information the 
inverse matrix cannot be calculated. To determine the matrix elements it is necessary to 
measure the CD- and fluorescence signals of the pure states A, B and C, or to make some 
assumption that can resolve this issue.  Such an assumption could be, that the polypeptide 
does not change its average secondary structure even though the tryptophans are in 
different chemical environments. 
Even though the previous sections were dedicated to (tryptophan-)fluorescence and circular 
dichroism the principles of data analysis remain valid for other experimental methods as 
long as a change in the signal parallels the binding isotherm. 

4.4 Measurement of enthalpy and free energy of binding by isothermal titration 
calorimetry 
Isothermal titration calorimetry is based on the measurement of the reaction enthalpy when 
molecular interactions occur. The experiment is performed in such a manner that a ligand is 
added to a substrate in a step-wise manner and the heat of reaction measured with high 
precision during each injection of the ligand into the solution with the substrate (Fig. 6). The 
free energy of binding (the binding constant) is obtained by fitting a thermodynamic model to 
the resulting titration curve. The beginning of a titration experiment is characterized by an 
excess of substrate (Figure 6 A, red ¾ circles) and provided that the substrate has been made 
available at high enough concentrations all of the injected ligands bind to one of the substrates 
(Figure 6, green ¼ circles). Thus the reaction enthalpy per injected ligand is directly obtained. 
At the end of the experiment the binding sites of the substrate molecules are saturated and no 
further heat is released or consumed upon further addition of ligand (Figure 6B). If the binding 
constant is high with respect to the concentrations used in the experiment, the binding reaction 
abolishes in a sudden manner once all the binding sites are occupied (Fig. 7). For smaller 
binding constants this transition occurs more smoothly (Fig. 7). Therefore the shape of the 
titration curve is used to determine the binding constant (and thereby the free energy of 
binding). 

4.4.1 A possible model to analyse ITC traces and its mathematical consequences 
In a simple case the ligand (L) binds to the substrate (S) following the chemical equation 
S +L ↔SL. 
After correction for the dilution of the substrate concentration upon injection of the ligand 
the measured enthalpy per injection is directly proportional to the amount of newly formed 
complexes after each injection. Therefore knowing the concentration of the complex after 
each injection of substrate provides access to the binding constant k.  With S being the total 
concentration of the substrate (both free and bound), L the total concentration of ligand 
added, [S] the concentration of free substrate, [L] the concentration of unbound ligand and 
[SL] the concentration of complex one finds: 

 

S[ ] L[ ]
SL[ ]

= k; S[ ]+ SL[ ]= S; L[ ]+ SL[ ]= L

 SL[ ]= 1
2 S + L + k( )− S + L + k( )2

− 4S L
 

 
 

 

 
 

 (12) 
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The reaction enthalpy of one injection is calculated by considering the difference in the 
concentration [SL] before and after the injection. Thus for a ligand concentration of L before 
injection and a ligand concentration of L+ΔL after the injection the measured enthalpy is 
proportional to [SL](L+ΔL) - [SL](L). The envelope of the injection profile corresponds to the 
derivative: 

 

∂ SL[ ]
∂L

= 1
2 − S + L + k − 2S

2 S + L + k( )2
− 4S L

  (13) 

The thermodynamic parameters are obtained from the integration of the injection enthalpies 
(ΔH) and include the binding constant   k = exp(-ΔG/RT) (Figure 7), the number of binding 
sites from the concentration of ligand and the substrate at the transition mid point, and finally 
the entropy ΔS from ΔG=ΔH-TΔS. Additional insights in the thermodynamics of the system 
are obtained from measuring the association curves at different temperatures (Seelig, 2004). 
 

 
Fig. 6. Illustrates the principles of ITC measurements. A: During the initial phases of a titration 
the substrate molecules (red 3/4 circles) are in excess and all ligand molecules (green 1/4 
circles) associated with a substrate molecule provided that the binding constant is high enough 
with respect to the substrate concentration. B. At the end of the experiment all substrate 
molecules are saturated with ligand and no further binding reaction occurs. C. shows the 
measured heat from individual injections which occur at regular intervals. 

4.5 Characterization of topological states by solid-state NMR and ATR-FTIR 
spectroscopies 
The methods presented in sections 4.1-4.4 provide some structural information on the 
polypeptide-lipid interactions such as the overall secondary structure composition of the 
peptides and proteins (CD spectroscopy) or about the environment of the tryptophan 
residues (fluorescence spectroscopy). The spectral changes during membrane association are 
used to determine e.g. the membrane association constants. Additional and more detailed 
structural information about the membrane-associated states is obtained from solid-state 
NMR and attenuated total reflection Fourrier transform infra-red (ATR FTIR) 
spectroscopies.  
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Fig. 7. Simulations of ITC experiments. The concentration of the complex (black line) and the 
relative heat of reaction as a function of ligand concentration are shown for three different ITC 
experiments in the presence of 15µM of substrate at binding constants k of 0.1, 1 and 2 µM. 

Whereas in solution fast reorientational motions average the alignment dependence of all 
NMR interactions and only the isotropic values are obtained this is not the case in solid or 
semi-solid samples, such as lipid bilayer assemblies, where the resonance positions are 
strongly dependent on the orientation of the molecules relative to the magnetic field of the 
spectrometer (Bo). Therefore, in solid-state NMR spectroscopy chemical shifts, quadrupolar 
and dipolar splittings are all anisotropic and are routinely used to derive angular information 
relative to Bo. For example in membranes that are uniaxially aligned with their normal parallel 
to Bo the 15N chemical shift of a peptide bond exhibits an anisotropy between 50 and 230 ppm 
(Bechinger & Sizun, 2003). Due to the particular properties of the 15N chemical shift interaction 
with the magnetic field (which is described by a second rank tensor) 15N labelled sites within 
helical peptides exhibit chemical shifts around 200 ppm when transmembrane and < 100 ppm 
when oriented along the surface (Fig. 8). Therefore, the approximate tilt angle of a membrane-
associated peptide can be determined directly from this measurement (Bechinger & Sizun,  
 

 
Fig. 8. Illustrates how the 15N chemical shift measured from a 15N labelled peptide bond 
within a helical domain correlates with the helix tilt angle for an in-planar (A), a tillted (B) or 
a transmembrane orientation (C).  
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2003). Accurate information on the tilt and the rotational pitch angles is obtained when other 
measurements such as the 2H quadrupolar splitting of methyl-deuterated alanines is also 
taken into consideration (Bechinger et al., 2011). More recently it has also been shown that 
for peptides that undergo fast rotational diffusion of the membrane normal the partially 
averaged spectral line shapes of non-oriented samples provides similar information about 
the helix alignment (Prongidi-Fix et al., 2007).  
ATR-FTIR spectroscopy of uniaxially oriented samples provides structural information on 
membrane-associated polypeptides. Whereas the resonance frequency of the amide I band is 
a reliable indicator of the secondary structure composition (Goormaghtigh et al., 1994), the 
dichroic ratio RATR, that is obtained by comparing the ATR-FTIR intensities when the sample 
is irradiated with light of polarization parallel and perpendicular to the surface, is an 
indicator of the membrane topology (Bechinger et al., 1999). In contrast to solid-state NMR 
spectroscopy where the in-plane and transmembrane alignments result in two distinct 
 

resonances of very different chemical shift (Fig. 8), and therefore exchange processes can 
also be studied, the FTIR signal of the two states results in the same resonance position 
albeit with different dichroic ratio (Fig. 9). Therefore the fraction of transmembrane 
alignment pTM is evaluated from 

 
R ATR = 2 pTM (Ra

ATR − Rb
ATR ) + Rb

ATR (Ra
ATR + 2)

pTM (Rb
ATR − Ra

ATR ) + Ra
ATR + 2

              (14) 

where Ra
ATR  and Rb

ATRare the dichroic maxima and minima, respectively (Bechinger et al., 
1999). Oriented CD spectroscopy, which is not discussed in detail here, provides a third 
method to analyse the topology of membrane-associated polypeptides (Wu et al., 1990). 
 

 
Fig. 9. A The experimental setup for attenuated total reflection infrared spectroscopy (ATR-
FTIR) using linear polarized light. Infrared light is sent trough a germanium crystal in such 
a manner that several total reflections occur at the inner surface. The absorption spectrum is 
due to the evanescent field along the surface of the germanium crystal and thereby also 
penetrated the oriented lipid/peptide membrane. The intensities shown correspond to the 
carboxyl stretching motion of the peptide backbone. Dashed lines are recorded with 90° 
polarized light and solid lines are recorded with 0° polarized light. In the in-planar 
conformation the carboxyl stretching vibration has similar intensities for both polarizations 
(B), whereas the 90°polarized spectrum exhibits a significant higher intensity for 
transmembrane alignments (C).  
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5. Conclusion  

A number of biophysical approaches have been developed for the thermodynamic analysis 
of the association of and the interactions between biological macromolecules and/or 
supramolecular systems. These techniques allow one to quantitatively describe the 
association constants and number of binding sites but also other thermodynamic quantities 
such as reaction enthalpy and entropy. This data is important to understand the regulatory 
mechanisms that govern life and which are key for health and disease. 
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